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PREFACE 

Since the First International Conference on Engineering Software 
was held six years ago, the role of computers in engineering has 
increased dramatically. Advances in computer hardware have pro
vided low cost powerful microcomputers, high performance graphical 
displays and Super-computers which enable problems to be solved 
which were inconceivable just a few years ago. Looking back, sim
ilar changes have taken place in the development of engineering 
software. Sophisticated graphics-based modelling systems and 
advanced mathematical modelling have provided solutions to prev
iously unsolvable problems and, tagether with microcomputers and 
powerful mini-computers, have made such solutions widely available. 

These proceedings conta~n over seventy of the papers presented at 
ENGSOFT 85 held in London. The Conference sessions include 
Software Development, Construction, Numerical Methods, Engineer
ing Application of Expert Systems, Micro Applications, Structural 
Engineering, Hydraulics, Geometrie Modelling, Simulation and 
Databases in Engineering. 

The emphasis of the Conference was on the new applications 
which is demonstrated by the number of papers on expert systems, 
engineering databases and micro applications. However, papers 
describing new developments in the more 'mature' application areas 
are well represented. 

R.A. Adey 
Editor 
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TEACHING CIVIL ENGINEERS TO WRITE CADDD SOFTWARE 

James L. Jorgenson 

North Dakota State University, Fargo, N. D. 

ABSTRACT 

This paper describes a course on the principles and proce
dures of writing computer programs to be used for computer 
aided design, drafting, and detailing (CADDD). The need 
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for the course developes from an individuals desire to be 
more productive. With the proper computer software and hard
ware an engineer's productivity can be significantly 
increased. 

The principles covered in the course start with the benefits 
and problems in using a CADDD system. Next, characteristics 
of activities which can be effectively programmed are consid
ered. Since many programs will use the same data it is advis
able to establish a data base. The principles of program/ 
user interaction are also presented. 

These principles are illustrated through the student prepara
tion of a class project. The project consisted of the stu
dent preparation of programs to do the designing, detailing, 
and drafting of a reinforced concrete foundation. Programs 
written by the students include: structural design of a 
wall footing, detailing the reinforcing for the foundation, 
and the drafting for the foundation drawing. A program used 
by the students which they did not write was the design 
of single column spread footings. 

At the end of the course the students were able to use their 
software and the available computer and plotter to design, 
detail, and draft a building foundation in less than one
half hour, thereby significantly increasing their producti
vity. 
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INTRODUCTION 

The Keyword for the 1980's is productivity. The ward is 
most closely associated with industrial output. One compon
ent of industrial output is the productivity of the engineer
ing personnel. Engineering productivity can be significantly 
improved if the engineers have the appropriate Computers 
and computer software to assist them in their work. It has 
been common practice for many years for engineers to use 
computers in design and in fewer cases for computer driven 
plotters to be used in drafting. These changes have increas
ed engineering productivity, however, a more significant 
increase in productivity results when the design, detailing, 
and drafting can be carried out by a single program. 

Engineering has been described as an area where every prob
lern is different. Even though most design problems are 
unique there are many categories of problems in which the 
design parameters are limited both in number and scope. 
The productivity of engineers can be significantly increased 
if they will, (l) determine those design areas which have 
similar solutions, (2) write computer programs to do the 
design, detailing, and drafting, and (3) assemble the pro
grams with the appropriate user interaction to obtain a 
computer aided design, detailing and drafting (CADDD) 
package. 

This paper describes a course on teaching engineers to write 
CADDD software. 

THE COURSE 

The course objective is that exiting students will be able 
to demonstrate an ability to plan, layout, program, test, 
and document projects in computer aided design, detailing, 
and drafting. 

A description of the course follows: the course will begin 
with how to select a portion of an engineering design pro
ject on which one can use the computer to assist in the 
design, detailing, and drafting of construction drawings. 
This will be followed by studies on how to design, detail 
and prepare the construction drawings for the project. Next, 
students will prepare or modify, test, and document computer 
programs which will be used for designing, detailing, and 
drafting the selected project. The final step in the course 
will be for each student to demonstrate the application 
of programs by designing, detailing, and drafting construc
tion drawings on three problems that are within the scope 
of the selected project. 

The course prerequisites are a knowledge of Fortran programm-
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ing and a knowledge of design of reinforced concrete. It 
is being taught to first year graduate students. It could 
be taught to undergraduates, however, the added experience 
of the graduate students gives them a better perspective 
of the overall process. 

Computer hardware and software were selected on the basis 
of what was available. The hardware was the university's 
computer: IBM 370; platter: Camplot DP-8 drum platter; graph
ics terminal: Tektronix 4050. There are a nurober of term
inals available for the students to access the computer 
and the computer driven platter. The graphics terminal per
mitted one to view parts of the drawing during the develop
ment stage. 

The computer software is the operating system available 
to the students, the Camplot drafting subroutines, and a 
computer program for the design of single column spread 
footings. 

A microcomputer and attached platter may well have been 
used for the class, however, there wasn't any available 
in sufficient nurober to provide easy access to the students. 
The principles and procedures discussed in this paper are 
equally applicable to micro computers. 

No suitable textbook was available for the course. Refer
ences appropriate to each of the subject areas were used. 

COURSE OUTLINE 

The course outline is shown in Table 1. The Table has three 
headings: subject area, class periods, and topics. 

Introduction to the course was covered in two periods. It 
consisted of going over the course outline and then giving 
a number of examples where engineering productivity has 
been increased. A full illustration was given on the soft
ware being used by structural engineers in certain metal 
building companies. It clearly illustrated how an engineers 
productivity can be significantly improved. The emphasis 
on improving ones productivity was used throughout the 
course to motivate student interest in the subject. 

Computer programming was a course prerequisite hence the 
students came with at least one Fortran programming course. 
With only two periods on the subject, the major emphasis 
was on program debugging and documentation. Most students 
are more interested in codeing a problern than they are in 
documenting their program. However, in programs used by 
others or used by the programmer at a later date, the pro-
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TABLE 1 
COURSE OUT LI NE 

SUBJECT CLASS 
AREA PERIODS TOPICS 

COURSE OUT LI NE 
INTRODUC TI ON 

ENGINEERING PRODUCTIVITY 

PROGRAMMING 2 COMPUTER PROGRAMMING: DESIGN, DEBUG, 
TESTING AND DOCUMENTATION 

DESIGN OF 2 STRUCTURAL DESIGN WALL FOOTINGS 
WALL 
FOOTINGS 2 COMPUTER PROGRAM FOR DESIGN OF WALL FOOTINGS 

DESIGN OF CRITERIA FOR THE DESIGN OF SINGLE COLUMN 
SINGLE SPREAD FOOTINGS 
COLUMN 
FOOTINGS 2 COMPUTER PROGRAM FOR THE DESIGN OF SINGLE 

COLUMN SPREAD FOOTINGS AND EXAMPLES 

DETAILING 2 DETAILING REINFORCING FOR REINFORCED 
CONCRETE FOOTINGS 

2 ESSENTIALS OF FOUNDATION DRAWINGS, DETAILS, 
DIVISIONS OF DRAWING 

INTRODUCTION TO COMPLOT PLOTTER AND 
TEKTRONIX TERMINAL 

DRAFTING 
COMPLOT SUBROUTINES 

6 WRITING PLOTTING PROGRAMS 

2 REPORT ON SUBROUTINES WRITTEN BY STUOENTS 

FOUNDATION TEST CASE 

COMBINING 3 USER/PROGRAM INTERACTION 
PROGRAMS PROGRAM/PROGRAM INTERACTION 

2 CLIST AND OTHER CONTROL PROGRAMS 

EXAMPLE INDIVIDUAL CADDD ASSIGNMENT IN USING 
THE PROGRAM 
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gram documentation is the most important aspect. The program 
documentation should consist of the following: (1) objec
tive; (2) problern analysis including assumptions, figures, 
diagrams, equations, and references; (3) sample problern 
with hand calculations; (4) description of program input; 
(5) description of progam output, (6) flow chart; (7) code 
with sufficient comments for one to understand the coding; 
(8) definition of all variables; (9) test cases; and (10) 
instructions to the program user, 

The next four subject areas of the course outline cover 
designing, detailing, and drafting of the project material 
chosen for the course. The project chosen was to design 
and prepare plans for a reinforced concrete building founda
tion. The foundation was to be reetangular in plan and con
sist of wall footings and, if required, single column spread 
footings. Many other projects could have been used. It is 
a matter of selecting something that has the potential for 
productivity increase and is of interest to both the stu
dents and teacher. 

Two parts of the concrete foundation were to be designed, 
they were the wall footings and the single column spread 
footings. Each subject was initiated by a discussion of 
the foundation and structural design criteria. This was 
followed by writing a computer program to do the design. 
In the case of the single column spread footing, an avail
able program was used, however, the students had as an indi
vidual assignment to write the computer program to design 
wall footings. This was done in three stages. The first 
stage was the first three items in program documentation. 
The second stage contained documentation items 4 through 
6. The third stage was to complete the documentation. 

The next subject was how to detail the reinforcing and con
crete in a reinforced concrete foundation. This consisted 
of preparing a list containing the shape and weight of all 
reinforcing bars as well as the volume of concrete for each 
pour in placing the concrete. The students wrote a computer 
program to do the detailing. Input information for the com
puter program was the output information from the foundation 
design, namely, the size and reinforcing for all foundation 
elements. 

The subject area with the major time requirement (43%) was 
drafting. The objective was to have the plotter prepare 
the foundation drawing. To know how the final drawings 
should appear it was necessary to spend two class periods 
on the essentials of foundation drawings, divisions of the 
drawing, and details of the drawing. 

The Fortran Plotting User's Manual was the reference used 
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in learning how to communicate with the platter. It is neces
sary to instruct the platter on each movement of the pen. 
This is accomplished with about ten complot subroutines. 
The complot subroutines are used as statements in a Fortran 
program. The most common complot subroutine was PLOT (X, 
Y, IPEN) where X and Y are the new coordinates for the pen 
and IPEN is a variable used to indicate if the pen is up 
or down. The other common subroutines were SYMBOL and NUMBER 
which permit the user to place letters and numbers at the 
desired locations on the drawings. 

To gain experience and confidence in using the platter the 
students completed a number of plotring assignments. It 
started with drawing a reetangle of a given size, then 
writing a reetangle subroutine, then using the reetangle 
subroutine to draw a foundation plan of variable size and 
location on the drawing. 

Next, it was necessary to prepare a computer program that 
would direct the platter to prepare the complete foundation 
drawing. This was accomplished by preparing the data input 
sheet in class and then assigning each student to write 
the program to do a portion of the drawing. These student 
assignments were written in subroutines. Each student report
ed to the class on how to use the subroutine. Each student 
could then prepare a program for the final drawing incorpor
ating the subroutines prepared by the other students. 

The class is now at the stage where they have four programs 
for the reinforced concrete foundation. They have two on 
design, one on detailing and one on drafting. They can be 
run individually where the user takes the output of one 
program to prepare the input of the next program. The manual 
operation can be eliminated if the programs can be operated 
by a control program. 

The control program must have the capability of manipulating 
data files, calling programs, and providing the appropriate 
user/program interaction. A flow chart of the control pro
gram is shown on Figure 1. As can be seen it is a sequence 
of: preparing a data file, running the program, and then 
requesting the operator for approval in going to the next 
step. 

To operate the control program, the user prepares the data 
file containing the job identification, building geometry, 
and column reactions. Then, the control program is called 
and instructed to read the prepared data file. From this 
point on the control program will complete the design, 
detailing, and drafting with the exception of the approvals 
required by the user after the completion of each step. 
The approval consists of the user being able to view the 
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resu1ts of the design, detailing, or drafting and then 
either approve the results and go to the next step or revise 
the previous input file and redo that step. 

The final topic in the course outline is the example. The 
assignment was a specific building for which they were to 
use their developed CADDD software. An example of the final 
drawing is shown on Figure 2. The actual drawing was 24 
x 36 inches. The reduction process has made the drawing 
difficult to read. The foundation plan is shown on the upper 
left side of the drawing. Details showing anchor bolt loca
tions are shown on the lower left. The foundation wall sched
ule and spread footing schedules are shown on the upper 
right side of the drawing. The title block, construction 
notes and volume of concrete are shown on the lower right 
side of the drawing. The detailing of the reinforcing bars 
was not completed to a state of being placed on the drawing. 

SUMMARY 

This paper has described a course in which the student exper
ienced (1) selecting an area of engineering design which 
should be prepared for CADDD, (2) writing computer programs 
to do the design, detailing, and drafting, (3) assembling 
the programs with the appropriate user interaction so they 
operated as a CADDD package, and (4) using the CADDD pack
age on typical design problems thereby significantly increas
ing their engineering productivity. 
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Institute for Developrrent of Water Resources "Jaroslav Cemi '' 
P.O.Box 530, 11000 Beograd, Yugoslavia 

l. INTRODUcriON 

The aim of this paper is to present a ccnvenient approach to 
the functicnal integrating of large packages of engineering 
rrodelling software. This approach is applied when solving the 
problern of integrating a large hydraulic-hydrologic simulaticn 
package HECS, developed by the U.S. Anny Corps of Engineers 
(reference Anonymous, 1979) and a general-pu:rpose optimizaticn 
program. It is based cn the use of sane very useful facilities 
that are most often available cn the operating systerns of 
modern camputers. 

These facilities can easily be used and it is therefore very 
inportant to point thern out in the hcpe that they will be wide
ly used by engineers involved in crnputer applications in water 
resources as well as in other areas of engineering. 

Seclien 2 presents the background for the work, giving an over
all descripticn of the problern, as well as the problern state
ment and the set objectives. The soluticn for the integration 
of the ccnsidered software packages is given in sectim 3. A 
descripticn of the general elements of the solution applicable 
to various roodern operating systerns has first been given, this 
being follCJ.Yed by a description of the specific inplementation 
on the Vl>Jl.. ll/780 having an operating systern Vl>Jl../VMS Version 
V.2.3. 

An exarrple of the applicaticn in water resources engineering 
(secticn 4) serves to illustrate the usefulness of the entire 

work in integrating these particular optimizaticn and sinulaticn 
software packages. 

2. BACKGROUND 

Computer applications in water resources systerns engineerirq are 
becaning rnore and rnore camplex. Nrnnerous software packcges that 



www.manaraa.com

1-14 

have already been develcped perfo:rm even more CCJti>licated tasks. 
This is due to the fact that they have becane an indispensable 
tool, the use of which has resulted in quantitatively better, 
m::>re reliable and less expensive planning, design and manage
ment. The develcpment of a series of m::>re or less general soft
ware packages brin]s up a poosibility to aCCCJti>lish even more 
cx:mplex tasks in a fully autanate:l manner. 

In the process of solving one type of practical problans of 
water resources management (rninimization of flocd damages on 
a river systen) (Sim::>novic, Potic and Milivojcevic, 1984) it 
was conjecture:l that an autanatic oouplin;r of optirnization arrl 
simulation techniques oould bring us better managenent solutions. 
It has already been deronstrate:l in the literature (Houck and 
Datta, 1981, Jaooby and I.ouks, 1972, Sim::>novic, Potic, Milivoj
cevic, 1984) that the oambine:l use of optirnization and simula
tion m::rlels may be very useful in river basin planning and 
managenent. 

The very cx:mplex HOC5 hydrologic simulaticn package develcped 
by the Hydrologie Corps of Engineers, U.S.A. (Anonyrrous, 1979) 
has already been installed at the cx:mputer center of the "Jaro
slav Cemi" Institute and it has been used for the carputer 
simulation of sane water resources systans. On the other hand, 
we also had available the general purpese optirnization program 
OOX. Their oambining in the fonn of a series of poosibly many 
isolate:l runs could prove to be very cumbersane, especially 
when solving sane real engineering problems when it is not knCMn 

a priori where the optimal solution really lies. It was, there
fore, our intention to try to integrate these packages to 
function as one progranming systen. 

A schenatic presentation of the program linkage and data flOW' 
for the OOX optirnization program is shCMn in Fig .1. OOX is the 
main program while the rest are subprograms and all were written 
in standard FORI'RAN '66. The scheme itself is self-explanatory. 
The OOX program uses the algorithm of Box to perfonn the optirni
zation task. This algorithm is generally reccmnerrled for non
linear abjective functions in a lirnite:l space of decision vari
ables (Kuester arrl Mize, 1973). 

Fig. 2 presents an overall schenatic view of the flOW' of control 
arrl of the data flOW' for the HOC5 simulation package. In fact, 
the cx:mplex software of HEX::5 is CCI!'q?OSOO of two large programs 
HEX::5A arxl HEX::5B. Their autanatic serial execution is realize:l 
sinply through the use of operating systen COiltl'al'rl lan;ruage 
statements in the fonn of a comnand proce:lure. The files arxl 
corresponding data flOW' paths are depicte:l in a synoptic way. 

The main problen that has here been considered consists of de
sign:in] arrl implementing a functional integration of the optirni
zation arrl simulation software packages, that will enable the 
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accarplislunent of a canplex optimization-through-sillulation task 
in a fully autanatic marmer. In fact, the question is how to per
fonn an integration of these basically two FORTRAN packages in 
a marmer that will enable the optimization package to call the 
simulation package of two large programs to get the results of 
the simulation for a new physical systen state (generated by 
the optimization program) ; to take the control back wi th all 
the relevant results arrl to continue its optimization task in 
the same manner until it satisfies the specified criteria. 

An additional desirable objective would consist of introducinJ 
only small nurober of changes of the software packages that are 
integrated, without any changes in their general structure if 
possible. 

3. SOilJTION APPROACH 

ConsiderinJ the previously stated problen, it could be thought 
that a si.nple approach consisting of the use of the operating 
systen ccmnarrl language statenents in order to realize an ap
propriate coupling of the optimization arrl simulation package 
is possible. Unfortunately, although it may be possible in 
principle, this solution is not an acceptable one since the 
entire nost significant part of the package OOX fran FORI'RAN 
would need tobe rewritten into the operating systen ccmnarrl 
lanJUage. 

The integration of software packages fr9:1Uently brings out the 
question of file sharinJ. The same question can also be expect
ed to arise in the process of solving our problern since the 
simulation packages HOCSA and HB:SB use input arrl output state
ments that do not allow the use of "OPEN file" arrl "CLOSE file" 
statenents. 

Description of Solution 
The solution that has been proposed is based on the following 
two elanents: 

l. use of interprocess camunication facilities, 
2. use of the technique of chaininJ two or more program 

:i.mages. 

Fig. 3 is a schematic presentation of the main general points 
of the solution. The f iles and data flow have not been shown in 
order to sinplify the schene. The solution requires the genera
tion of two processes on ~~ interactive terminals. One process 
is devoted to the execution of the optimization image, using 
the main program MOOXHC that was made by a slight m:rlification 
of the main program OOX (Fig.l) in order to integrate it with 
HEX::. The second process should realize the ordered running of 
the :i.mages of the software packages MHEX::SA and MHEX::SB that were 
made by extrerrely sirrple m:rlifications of HOCSA and HEX::SB con
sisting of the addition of only one FORTRAN staterrent to each of 
then. 
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In general tenus, a process can be define:'l as the basic sche:'lu
lable program entity execute:'l by a carputer processor. The 
transfer of control between these two processes is achieve:'l by 
using same interprocess communication facilities that are 
available wi thin a gi ven carputer systan. The black arrONs in 
Fig. 3 denote the places in the program where the control is 
transferre:'l from ( +) and the places where the control is re
turne:'!. back ( .. ) to a program. The shade:'l arrONs depict the 
flOH of control between several images wi thin one process. 
This flow of control is realize:'l by using same facilities for 
the chaining of images. In the proposed solution the chain is 
closed, i.e. it makes a cycle (or, a link). 

This solution for the flow of control makes it possible for 
the optimization package to define (i.e. to generate according 
to its algorithm) the new state of the considered physical 
(hydrological) systan, and to then activate two simulation 

packages to perform the simulation for the new state of the 
hydrological system, thus carputing the new values of the ob
jective function and returning the control back to the optimi
zation program. This program can then use the new value of the 
objective function to autamatically continue its optimization 
task until it reaches below an a priori defined optimization 
tolerance. 

The files of data for the packages being integrate:'l are exact
ly the same as those depicte:'l in Figs. l and 2. The data flow 
paths are slightly different. It was necessary to add two new 
data paths. First, a two-way path fran the new subroutine 
HC5RDC was added to the input file of HEC5, in order to store 
in this file any new (physical) system state at the appropriate 
place and in the right format. This was followe:'l by another 
addition of a one-way path fran the output file #2 of HEC5 to 
subroutine HC5RDC. In this way, HCSRDC retrieves the carputed 
value of the objective function for the new system state. 

In order to be able to implement the proposed solution on a 
carputer system, it is necessary to use sane Operating systems 
facilities that are usually available. In fact, as far as the 
inteiprocess comnunication is concemed, only the follONing 
three functions need to be at one' s disposal: 

l. putting a process in a wait status, 
2. sending a message to a process to resume execution, 
3. clearing the indicator value (a flag) for the 

resumption of process execution. 

The entire implementation of the interprocess ccmmunication is 
then very simple. In the solution given in Fig. 3, this is 
mainly localized in two sma.ll FORTRAN rrodules: the subroutine 
.OCSRDC and the main program MIRHCS. 
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Since the simulation part consists of two software packages, it 
was also necessary to realize an appropriate transfer of the 
control between thern. One Straightforward way would seem to 
consist of having one process for each of these packages where 
the same type of interprocess carmunication would again be used. 
In saue cases this may work fine, but for this particular case 
this was not applied. This is mainly due to the fact that this 
new scheme of the fla-.r of control ends up with the file lock
ing problern. Namely, the packages being coupled, should ncw 
share both the HOCS input file and the HOCS output file, as 
has already been explained. On the other hand,the conception ot 
creators of packages HECSA and HECSB was to use input and out
put staternents that do not alla-.r the use of OPEN and CIDSE 
statements for the input and output files. They had their 
reasons for this, but in the integration of the considered 
packages, according to the three-processes scheme, this very 
fact resulted in the file locking problem. 

Therefore, the solution for this part of the problern was to 
have two processes as in Fig. 3, and to use a facility to pass 
the control fran one image to the other, but by carpletely 
getting out of the first image. The program chaining technique 
is therefore the right way to camplete the solution. In this 
way, the control fran HOCSA to HEX:: SB and further to MIRHCS 
could then easily be transferred and it would be possible to 
canpletely exit fran the preceding images, thus autanatically 
closing all their files. 

Brief Note on Specific Type of rmplementation 
The particular inplementation of the proposed solution was done 
on the VKX 11/780 with the VKX/VMS virtual memory operating 
37stem version V2. 3 installed. This -presentation should be 
kept very short since it must be machine and operating system 
oriented. For this corrputing systern, the process is defined as 
the basic entity scheduled by the systern software that provides 
the context in which an image executes. It consists of an ad
dress space and of both the hardware and software context. The 
VKX/VMS offers various facilities for both the process control 
and interprocess communication. 

In our work, we used the comnon event flags (see Anonyrrous, 1978) 
as a means of irrplanenting the interprocess control and com
munication as sha-.rn in Fig. 3. This is one of the convenient 
mechanisms that alla-.rs cooperating processes to coordinate their 
activity, communicate with each other and mutually transfer the 
control to each other if necessary. One process can create one 
or two so called carm:>n event flag clusters, each containing 32 
flags. Once a cluster has been created, the other processes can 
then associate with the same cluster. Processes associated in 
this way can then easily mutually oammunicate using all the 
available event flags. All of this can be conveniently done on 
the VKX/VMS using a program uni t wri tten on a high level lan
guage, just as was done in this work in the FORTRAN programs. 
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For this purpose, specific system services, i.e. the so-called 
event flag services, are always available. For example, in 
order to make a process waiting for a common event flag number 
n, one should use the follawing function given in a high lan
guage: 

SYS$WAITFR (n) 

In order to set an event flag m in a cammon flag cluster to l, 
the following event flag system service, for example in FOR
TRAN, should be used: 

SYS$SEI'EF (m) 

Similarly, one rnay set an even flag l, in a common event in 
the following general high-level language format: 

SYS$CLREF ( l) 

There are rrore additional event flag system services to perfom 
some other functions. Prefix SYS denotes that they belang to 
the group of system services that the VAX/VMS offers. 

The program chaining technique is also available in this operat
ing system just as i t is in many others of the older generation. 
In the VAX/VMS this is available through a so called run-time 
procedure. More specifically, if the general purpose run-time 
procedure $RUN PRcx;RAM is called in the program MHECSA by re-
ference -

LIB$RUN _PROC,RAM ( 'MJ!ECSB' ) 

it causes the image to exit at the point ot tJ1'? call and passes 
the control to the image MHECSB. 

At the closure of this section it should be added that concep
tually the same and practically a simple approach can be applied 
in a similar manner for solving other forms of integration of 
the engineering software. For example, in this way one can 
easily perfom the coupling of two or rrore packages in order to 
realize the parallel execution of same of them in a parallel 
algorithm. Whenever applicable, this could bring a great saving 
in execution time. 

4. PRACI'ICAL EXAMPLE OF APPLICATICN 

The presented general ideas relating to the integration of soft
ware and its implementation, have been finalized by the success
ful coupling of optimization and simulation packages. This sec
tion is an illustration of one possible application of such an 
integrated composite package for the solution of a practical 
engineering problem. 

Fig. 4 depicts a river system in Yugoslavia, where the planning 



www.manaraa.com

1-21 

RIVER 3 

RESERVOIR 2 

RIVER 1 

Fig. 4. Schematic presentation of a river system 

and management of flood protection is a very present problem. 
Since small towns Tl and T2 suffer the majority of damages, the 
proposed solution was to build two reservoirs, RESERVOIRl and 
RESERVOIR2 as sho.vn in the same Fig. The system management 
problern consists of finding the optimal reservoir releases which 
maximize the flood protection of the downstream region. 

First the pure simulation approach was used employing the HEC5 
package. This was followed by the ccrnbined optimization-simula
tion technique which was applied using integrated BOX-HEC soft
ware. The optimization package generates an appropriate set of 
reservoir outflow hydrographs for both reservoirs and then calls 
HEC5 (aocording to Fig. 3) to find the values of the reduced 
flood damages. The optimization was actually done by maximizing 
the reduced flood damages. This was done for three different 
values of the optimization error tolerance (10%, 5%, 1%). The 
results have been summarized in Table 1. Figures 5 and 6 show 
the outflow hydrographs for the reservoirs. 

The table shows that the optimization-simulation approach re
sults in a very high flood darrage reduction (rrore than 95% in 
the last case), its performance being significantly better than 
that of pure simulation. 
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Table l. Final Resul ts of Ccrcputing 

1\pproa.ch 
Er:ror Expectro An- Flood Damages Nurober of 

tolerance nual damages rrouction iterations 

(103din) (103din) (%) 

Simulation 18212.88 16017.59 87.95 -
Optimization-
Simulation 10% 18212.88 16827.86 92.39 54 

Pf?timization-
pimulation 5% 18212.88 17105.10 93.92 93 

f?r?timization-
~imulation 1% 18212.88 17366.10 95.35 188 

5. CONCIDSION 

The paper presents a general but very practical approach to the 
functional integrating of large packages of rro:lelling-industry 
software in order to acccrcplish same ccrcplex tasks in a fully 
autanatic manner. This approach was irnplementro for the case of 
the integration of a well known large simulation package HEC-5 
(widely available and frequently usro in hydrological engineer
ing carmunity) and a general-purpose optimization program. 
Basically, the main problan concerns the realization of an inte
gration of these FORTRAN packages in a way that enables the 
optimization package to act as a master program. 

The proposed solution of this type of integration of two in
dependently developed software packages errploys the technique 
of interprocess oommunication of different processes. This 
facility is in various fonns available in the operating systerrs 
of same rro:lern ccrcputers. In addition, the program chaining 
technique is errployed too. OUr particular irnplementation was 
done on a VAX 11/780, using the VAX/VMS - V.2.3 operating sys
tem. A great flexibili ty and convenience of errployment of these 
techniques that leads to a small nurober of very localized 
changes of the participating software, is recognizro. 

One possible application of such integratro software is il
lustratro on a practical engineering problan of flood darnage 
minimization by means of the simulation of a reservoir system 
operations on a river in Yugoslavia. This application sha.vs 
both technically significant reduction of annual flood damages 
and an irnportant effort-and-time-saving in the process of solving. 

It is inportant to add that the same solution approach could 
be used for the integration of engineering software for the 



www.manaraa.com

1-24 

purpose of the parallel work of several packages, whenever al
gorithm allows it, thus resulting in a great solution-time 
saving. 
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The functional activity of engineering as it is performed today 
consists largely of a series of manual machinations supported 
by a computer, within what is increasingly an information 
management environment. However, current developments in data 
processing technology clearly indicate a virtual revolution in 
the way that such engineering activities will be performed in 
the future. These developments include the emergence of 
integrated Computer Aided Engineering (CAE) systems. 

For the purposes of this paper, an integrated CAE system is 
considered as the linking of stand-alone application software 
packages directly into a suitable Data Base Management System 
(DBMS), where the DBMS provides access to appropriate eng
ineering and other reference data bases. 

The potential benefits to be derived from such an integrated 
CAE system are the ability to significantly improve both the 
productivity and quality of the engineering service being 
performed; hopefully at an economic cost. However, experience 
with such systems to date have not proved an unqualified 
success, and caution is prudent if Computer Aided Anarchy is 
to be avoided. 

This paper identifies those issues and criteria that are con
sidered significant in the initial development of a speci
fication for a CAE system; and in the subsequent evaluation 
and selection of such a system; in order to maximise the 
prospect of successful implementation. The content of this 
paper is based upon experience gained during a recent CAE 
evaluation carried out by Fluor (Great Britain) Limited, and 
any opinions or conclusions expressed or implied are the 
author's personal opinion. 
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Introduction 

In order to develop a functional specification for a CAE 
system, it is first necessary to examine present working 
practices at the basic user level, in order to identify where 
restraints on performance exist today, and likewise where 
opportunities to improve performance occur. It is generally 
accepted that the major part of engineering work today is con
cerned with the retrieval, analysis, computation or manipulation 
of data - "information management". 

Having identified the functional requirements at a user task 
level, the next step is to define the functionality require
ments of the total CAE system, i.e. the system boundary limits 
and the functionality required within those limits. System 
interface requirements are a natural fall-out from such a 
system scope definition. 

The effort that is necessary to consolidate the user and system 
functionality requirements into a comprehensive CAE specification 
is considerable, however, such a specification is a key document 
in the subsequent evaluation of vendor offerings. Such a 
specification will be dependent upon the nature of the 
applications/disciplines/projects concerned, and this paper 
reflects the functionality requirements typically experienced 
by engineering/design contractors. 

Integrated CAE systems consist of a number of component parts, 
and any evaluation requires some appreciation of these various 
components. Unfortunately, the computing world is burdened with 
jargon which presents something of a mine-field to the 
uninitiated. The concept of an integrated CAE system incor
porating a DBMS is seen as the most likely method of achieving 
the potential improvements in both productivity and quality of 
the engineering project. The CAE system is further seen to be 
independent of specific application software, this being a minor 
part of the larger information management issue. 

A review of the more important emergent data processing concepts 
is presented, together with an assessment of their potential 
impact of the functionality of future systems. An appreciation 
of such concepts contributes towards the meaningful evaluation 
of vendor offerings. 

This paper is concluded with a perspective of the longer term 
future, and the impact this will have on present working 
practices. 
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User Functionality 

Users and systems are increasingly inter-dependent, and the 
effectiveness of the user/system interface has a major impact 

upon the degree of success or otherwise. It is accordingly 
necessary to define the required functionality at both the user 
and system level. 

At an engineering user level, functionality typically consists 

of data retrieval/acquisition, manual calculations/sorting and 

filing, with varying levels of computer support. Computer 
calculations tend to be on a stand-alone application basis. 
The acquisition of data, preparation, verification and transfer; 
tagether with the inherent consistency/integrity checking; 
represent a major part of the total engineering effort. 

The above tasks are generally performed in a consecutive 
sequence, with transfer of information to dependent engineering 
disciplines by batch release of hard copy. This is generally 

an inefficient process, and there is clearly much opportunity 
for an improvement in performance. 

A recent survey performed by an international oil company 
suggested engineering time utilisation as follows:-

Data Retrieval 
Analysis/Calculation 
Data Manipulation/Issue 
Planning/Administration 

% 

20-25 
20-30 
35-40 
15-20 

Information management is seen to require some 55-65% of the 
engineers available time. This finding is consistent with a 
survey conducted by a U.K. chemical company, which concluded 
that over 50% of engineering effort is concerned with inform
ation management. The study also highlighted:-

o The extreme complexity of relationships that exist within 
a multi-discipline engineering environment. 

o The heavy dependence on hard-copy as a communication media, 
and the difficulties this poses for change management. 

Engineering activities are generally seen to follow the same 
generic task pattern, i.e:-

1. Data Retrieval/Acquisition 
2. Select Parameters 
3. Perform Calculation/Analysis 
4. Review Results 
5. Document and Transmit Data. 

Task (3) has received considerable attention, as is evidenced 
by the abundance of available application software. 
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However, in an overall time utilisation context, this only 
accounts for some 20-30% of total effort. Tasks (1) and (5); 
collectively the major portion of the total effort; are pre
dominently performed manually with hard-copy media. These 
tasks present the major opportunity for improvement of per
formance, with benefits including:-

o improved time utilisation of skilled engineers 
o improved quality and integrity of data 
o reduction in project duration 
o improved quality of design, through re-iterative develop

ment 

The available computer support for these tasks at this time is 
perceived as:-

o user interfaces are too complex for casual use 
o no general integration exists between CAE/PDS, or between 

the respective engineering application software programs 
o no generally acceptable DBMS is available for CAE 

Tasks (2) and (4) are the necessary human interface to the 
system, where such intellectual input is necessary to assure 
application of:-

o creativity 
o innovation 
o experience 
o compliance with good practices/codes 
o compliance with scientific principles 

System Functionality 

The next step is to define the boundary limits of the CAE 
system being considered. Such definition will identify the 
interfaces between the CAE system and the external environment, 
tagether with that functionality required internally within the 
system. 

For this paper, CAE is considered to embrace all engineering 
disciplines normally associated with plant engineering and 
design. Figure 1 depicts the interfaces and functionality. 
Within such a definition, a major component is the 3-D Plant 
Design System (POS), typically mature turn-key products which 
have received wide acceptance within the design engineering 
disciplines. 

Within the integrated CAE system, data generated from cal
culations and analyses performed during the engineering 
definition is transferred under control to the POS data base. 
Interfaces to material management and project controls permit 
controlled release of data from the CAE. 
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This presentation focuses upon those activities performed during 
engineering definition work, typically characterised by process, 
mechanical and control systems engineering. These disciplines 
will have a far higher level of interaction within a CAE 
environment than exists today. A number of vendors are now 
offering process Simulation systems based upon data base 
technology, however, these are considered as restricted in the 
context of the definition above. 

System Evaluation 

Based upon the CAE system depicted in Figure 1, it is clear 
that there should be a multi-discipline interest in the system 
specification and evaluation. The approach recently adopted by 
Fluor (Great Britain) Ltd. was to establish a multi-discipline 
team including all relevant technical disciplines and d.p. 
personnel. This team identified over 50 system functionality 
requirements and over 70 engineering functions that the system 
should ideally be able to provide. 

The system functionality conveniently divided into "universal" 
functionality which would be equally applicable to all activities 
and "dependent" functionality which would be activity specific. 

Further consolidation into generic groupings provided the 
following breakdown: 

Universal Functionality 0 Utility 
0 Hardware 
0 Data Base 
0 Modification 
0 Support 
0 Implementation 
0 Others 

Dependent Functionality 0 User Friendliness 
0 Output Features 
0 Checking 
0 Characteristics 
0 Interfacing 

Activities 0 Process 
0 Mechanical 
0 Control Systems 
0 Vessel 
0 Structural 
0 Electrical 
0 Piping 
0 Project 

With the above specification as an objective target, an eval
uation of vendor systems was performed. 
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The first conclusion was that a wide range of proven and 
excellent application software is available for general purposes 
and engineering use. Integration of such software within any 
CAE system is technically feasible with an appropriate inter
face, and engineering functionality is accordingly perceived 
as a minor part of a larger information management issue. 

The second conclusion was that the successful CAE system of the 
future is going to be dependent upon ernerging d.p. developments. 
These relevant d.p. concepts and functionality concepts are 
considered at this point. 

Data Processing Concepts 

It is evident that evolving d.p. developments will influence 
the performance of the future integrated CAE system. The 
author's perception of the direction and significance of the 
major developments is given below: 

o Architecture 
In terms of computer architecture, there is a clear 
evolving direction. Batch computing of the 1960's was 
characterised by very little or no interactivity, and very 
little or no sharing of peripherals and data files, see 
Figure II. 

Computer architecture evolved in two distinct directions 
during the 1970's, namely timesharing which provided large 
mainframe accessibility with poor interactivity; or ded
icated mini-computers which provided good interactivity and 
performance but sacrificed the sharing of data files and 
peripherals. 

Networking systems ernerging in the 1980's offer the pros
pect of integrated sharing of peripherals and data files, 
tagether with the interactivity characteristic of dedicated 
mini-computers. Widespread adoption of network systems is 
anticipa·ted. 

o Integration 
The term Integration merits consideration since it means 
different things to different people, including: 

Physical connection between Workstations. 

Integration of various application programs. 

Integration of work of different engineers within a 
single project. 

Integration of work within corporate context. 

The common factor is the desire to minimise the number of 
times that information is entered into a system, while 
maintaining its integrity. 
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The successful integrated CAE system requires integration 
to an extent at all levels, and this should be recognised 
during specification development. 

o Data Base 
The current concept of a data base derives from develop
ments in the ear1y 1970's when ANSI developed the concept 
of a Data Base Management System (DBMS), i.e. the separation 
of software uti1ities from data. The DBMS comprises those 
utilities which are used to define, access, manipulate and 
maintain large amounts of data. The actual data or data 
base is considered as an application of the DBMS, and may 
be any of the following conceptual structures, Figure III. 

Hierarchical: This is a classic branches structure, 
where data is accessed through levels of increasing 
detail. Items of data have only a single access path; 
which is predetermined. In order to locate inform
ation, it is necessary to know where it is stored. 
Deviations from predetermined paths require schema 
redefinition. 

Network: Data is accessed through paths among linked 
details/nodes/items, and accordingly data items can 
have multiple access paths, and is best suited to a 
complex data structure. 

Relational: Data is accessed through rigorous oper
ations on details (relations) which are organised as 
a two dimensional array, and is best suited to 
arbitrary queries of unknown arrival rate and content, 
essentially free form by category. 

Inverted List: Data is accessed through searches 
conducted first through low level lists. 

The structure of data within the data base may be com
pletely transparent to the user, but the conceptual schema 
adopted for data organisation will have a major impact on 
the performance of specific application software, which is 
very sensitive to the schema employed. 

Advantages of DBMS derived software include: 

completeness/integrity 
flexibility 
data independence 

Disadvantages include: 

overhead of DBMS utilities 
sensitivity of efficiency to choice of schema type. 

In relative terms, hierarchical DBMS structures have mini
mum flexibility, while relation DBMS structures offer 
maximum flexibility. 
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Data base design is the key to the integrated CAE system 
performance and three desirable functional requirements 
can be identified:-

Application - dependent data bases, for performance 
or other reason, but with computer based control 
analogaus to manual control systems. 

Ability to share a common data base simultaneously 
between many users, not necessarily sharing the same 
CPU. 

Ability to overlay one data base above another. 

Advanced DBMS structures based upon data "group" concepts 
appear to offer most promise for engineering applications. 

Networks 

The advent of Local Area Networks (LAN) provides an opportunity 
for:-

o distributed work Stations 

o network communications, i.e. sharing of files, printers, 
peripherals, etc. 

o integrated application software 

o effective interfaces 

In the short term, the problems of data base management have 
increased, since software is lagging. 

Two divergent network formats are available, either broadband 
(frequency division multiplexing), or baseband (time division 
multiplexing). It is important to recognise future require
ments when specifying digital transfer rates, i.e. 

0 

0 

0 

Data/text 
Image/voice 
Video 

4m bit 
32m bit 

100m bit 

In order to facilitate interfacing with external networks, the 
International Standard Organisation (I.S.O.) Reference Model 
must be adopted. This classifies the communication process 
functions into a seven layer structure, which establishes a 
demarcation between transmission and applications, thereby 
permitting application programs which communicate via the 
transmission system to function largely independently of the 
transmission. 
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System Functionality Concepts 

Engineering work at a system level is highly complex, and the 
appreciation of the level of complexity involved varies from 
good to poor within both computer system vendors and engineering 
companies alike. Engineering systems are characterised by:-

o a high level of initial re-iteration, reducing as the 
design becomes definitive, i.e. transience and quality of 
data. 

o multiple case studies/design bases, evaluation of options 
and revisions. 

o discipline interdependence. 

The following functionality issues should also be considered as 
part of the specification:-

o concurrent access to data 
o consequence propogation as a result of change 
o data validation/audit trial 
o precedence ordered task execution 
o dynamic schema, i.e. the ability to modify the structure 

of information held in the system to match changing 
requirements 

o version control, with revision/changes identification 
o data ownership issues 
o control and authorisation of data access and transfer 
o security 

The engineering company must specify the required functionality 
in the above areas, since a computer system vendor has a 
limited ability to anticipate the requirements inherent in a 
particular engineering company's working practices. 

CAE System Evaluation 

The methodology adopted by the Fluor evaluation team was to 
assign weighting factors to the CAE system functionality 
features, and to rank each system evaluated against these 
weighted factors. The functionality features were considered 
in the following order of decreasing significance:-

o Data Base/DBMS 
o Integration 
o Interactivity, input/output 
o Design integrity 
o Data Verification 
o Utility Features 
o Hardware Features 
o Support 
o Implementation 
o Miscellaneous 
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Satisfactory functionality in DBMS and integration were seen to 
create an environment essentially independent of application 
software, and accordingly application software was not specifi
cally part of the CAE system evaluation. Issues of particular 
interest include:-

o DBMS 
This subject is one of intense interest and development. 
Concepts to be considered include multiple data bases, 
particularly suited to assynchronous operations, and 
flexible schemas. Within such an environment, the manage
ment of data release and data base integrity comparitors 
become an offset overhead. 

o Integration 
This is an equally rapidly developing area, particularly 
with the emergence of LAN's. International standards are 
in their infancy, however, adoption of the ISO Seven Layer 
standard provides a basis for inter-network communications. 

o Interactivity 
Much effort is being directed at the human interface, with 
the objective of maximising interactivity for input and 
output. Graphical entry of data and sketches is possible, 
together with sophisticated window management systems 
permitting multiple activities to be run concurrently at a 
single work station. 

o Design Integrity 
Ernerging expert features within CAE systems will include 
checks against design rules, consequence propogation and 
design support/diagnostics. 

Conclusions 

Available CAE systems (excluding PDS) have limited functionality 
when evaluated against the Fluor specification, however, a range 
of new CAE systems are being developed based upon advanced DBMS 
concepts, which should offer improved functionality performance. 

The integrated CAE system of the future includes:-

o the general availability of various intelligent work 
stations with interactive features 

o network communications 
o integrated and comprehensive application software 
o effective interfaces 

The key to success is dependent upon improved utilisation and 
availability of engineering data, particularly in a multi
discipline environment. This requires a DBMS which may be con
sidered as an evolving collection of interrelated data 
representing a particular process plant. 
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In such a data base environment, although user will interact 
extensively with the data, he is free of the task of keeping 
trace of the data location within the computer since the data 
is handled by the DBMS. 

In the longer term, the direction of computer technology is to 
develop systems where algorithms; or design rules; will 
increasingly substitute for individual judgement. The emerg
ence of such expert systems will create an environment where 
the analytical and logical mode of working will be increasingly 
emphasised at the expense of individual experience. It is 
important that the intuitive and intellectual qualities of the 
mind are fully recognised, and that they have the opportunity 
to fulfil their proper role within the integrated CAE system of 
the future. 

Glossary of Terms 

ANSI 

CAE 

DBMS 

d.p. 

ISO 

LAN 

mbit 

PDS 

American National Standards Institute 

Computer Aided Engineering 

Data Base Management System 

Data processing 

International Standards Organisation 

Local Area Network 

mega bit/second 

3-D Plant Design System 
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Figure I 
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FIGURE III 
DATA BASE STRUCTURES 
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1. INTRODUCTION 
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The quality, or rather lack of quality of software in general 
and engineering software in particular, is a problern attracting 
more and more attention. 

This paper is largely a personal view of the problems that exist 
and of possible remedies that can be used to alleviate them. 
I offer no magic formula, perhaps not even a single new idea, 
and my approach to the issue is not a very academic one. 
Although I am at present a full-time teacher, I consider myself 
to be an engineer, and as such I am mostly concerned with prac
tical solutions to problems. 

Personal views are based on personal experiences, and abrief 
account of my background is in order. I have been involved with 
the design, development and maintenance of engineering software 
for almost 20 years, in research (at SINTEF's division of struc
tural engineering) and teaching (at NTH). Finiteelement tech
niques and FORTRAN arekey words in these activities, and small 
to medium-size (special purpose) programs dominate the scene. 
I have had very little formal training in the art of computer 
programming, and in spite of the many hours I hav~ spent strug
gling with obstinate programs and difficult computers, I still 
consider myself a structural engineer. 

In the early seventies, before computer programming had gained 
respectability (when anyone with a basic FORTRAN course was con
sidered, particularly by him or herself, to be fully competent 
to undertake even major programming tasks), we started a half
hearted effort in SINTEF to derive internal guidelines and 
standards for our program development and maintenance work. 
However, adequate time and money were not allocated for this 
project, and the outcome was insignificant. 
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It was not until the end of the seventies, when a major change 
of hardware made our problems very evident, that a new and more 
determined effort was made. Eventually we succeeded in pro
ducing a handbook [1] covering most aspects of the problem. 

Our intentionwas to produce an internal reference manual. In 
the event, however, we decided to make some extra copies and to 
give the manual a proper binding, having a limited distribution 
in mind. The subtitle (An internal reference manual) still 
applies, and while some of the material has general interest, 
other sections of the book clearly apply to our local situation. 

The handbook has been reviewed in Engineering Computations 
(Vol. 1, No. 2), and even if I have some reservations concerning 
a few (critical!) remarks made by the reviewer, it is a fair 
assessment. 

The handbook is divided into 12 sections: 
- Purpose and Scope 
- The Digital Computer 
- FORTRAN Syntax and Semantics 
- Program Specification and Design 
- Data Management 
- Programming Style 
- Errors, Testing and Debugging 
- Documentation 
- Maintenance 
- Implementation and Distribution 
- Standard Software 
- Miscellaneous 

It has now been in use for two years, and this paper is basic
ally abrief review of it, section by section, emphasizing the 
most important points, in light of our experiences and current 
opinions. 

Since the handbook is written for and by "ordinary" engineers, 
it is perhaps appropriate to pose the crucial question of who 
should design, develop and maintain engineering software? In 
the past practically all structural engineering programs have 
been designed and developed by structural engineers (by formal 
training) who have a varying understanding of and flair for 
computer programming (obtained on-the-job-training). Will this 
change? Personally I believe that engineering software must be 
the responsibility of the various engineering disciplines. But 
there is no need for every engineer to write intricate computer 
programs, and those who do should be properly trained for the 
task. This training must also give the engineer the ability and 
willingness to communicate with the "specialists" and to leave 
to the specialists what is rihgtly theirs. 
Be this as it may, we can safely assume that for some time to 
come, engineers are going to continue to produce software which 
we shall have to live with, and which we may as well try to make 
the most of. 
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Our objective is to develop programs that are 
reliable, portable and easy to 
use, modify and maintain. 
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This can only be achieved through a combination of good planning, 
personal skill, good management and proper quality assurance. 

In an organization primarily concerned with small to medium size 
projects (from ! to 5 man-years) the largest gain would seem to 
be achieved by improving the skill and attitude of the indivi
dual prograrnrner, an assurnption which is clearly reflected in the 
choice, organization and presentation of the material in the 
handbook. 
Each section emphasizes its purpose, and we have tried to be 
specific, using examples and indicating practical so~utions as 
much as possible. 
On the whole we present guidelines and recomrnended techniques, 
rather than rules. We do emphasize, however, the importance of 
a standard and uniform approach within an organization, and point 
out that individuality for its own sake has no place in a pro
fessional computer programrning effort. 
Prograrnrning is a serious logical business that requires concen
tration, discipline and precision, and we conclude this intro
ductory section by subscribing to the ambitious goal that the 
time has eome for programmers to write programs that work eor
reetly the first time. 

3. THE DIGITAL COMPUTER 

We have included some 30 pages conta1n1ng a simple and schema
tic survey of the main cornponents of a typical computer instal
lation. 
A basic understanding of how the computer (logically) represents, 
stores and processes inforrnation is an essential prerequisite 
for good prograrnrning. 
It is also important to identify machine dependent features and 
to establish a reference terminology from arnongst the many varied 
terms that have developed with the computer and its usage. 

In order to develop portable programs it is important to have an 
imaginary, "typical" computer installation as the target com
puter, rather than exploiting the capabilities of a particular 
installation. A schematic configuration of our target computer 
is shown in Figure 1. The transfer of data between primary and 
secondary storage spaces is accomplished by a data management 
system. This is, in its simplest form, a couple of FORTRAN sub
routines; a more comprehensive system requires more routines, but 
it can still be implemented by essentially maehine independent 
FORTRAN code. 
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FICURE 1 Configuration of target computer 

The target computer can, in general, only compile a certain, 
well-defined level of the FORTRAN language, dealt with in the 
next section. 

4. FORTRAN - SYNTAX AND SEMANTICS 

Why FORTRAN? FORTRAN has become quite out of fashion with the 
"Academy", and it has also become a scapegoat for poor program 
quality. 
To blarne FORTRAN for the serious problems we are now faced with 
in development and maintenance of engineering software is a 
dangeraus oversimplification of the issue and an erroneous 
diagnosis of the "software crisis". 
We make no excuse for using FORTRAN. We realize and recognize 
its shortcomings, but we are convinced that if it is properly 
used it is quite possible to write excellent prograrns, even in 
a low level FORTRAN. And in real life FORTRAN has a few very 
important advantages: it is almost universally available, and 
it is potentially the most compatible (portable) prograrnrning 
langugage we have at our disposal. lt is also worth keeping in 
mind that FORTRAN will dominate technical prograrnrning for some 
time to come, if for no other reason than that a very lJrge in
vestment has already been made in FORTRAN software. 

A final argurnent in favour of FORTRAN, and one which I person
ally think is very important, is the vast arnount of standard 
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that has accumulated over the years. 
language itself, this makes FORTRAN a 
most areas of engineering. 
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of FORTRAN subprograms, 
Added to the programming 
powerful tool indeed in 

Having said all this I would certainly not enter FORTRAN in a 
competition for the best high-level programming language. We 
all know that it is quite possible to write extremely bad 
FORTRAN programs. But why focus on the negative features? I 
cannot help thinking how much better off we would have been if 
some of the energy used in fighting FORTRAN bad been used in a 
more constructive way, seeking acceptable solutions within the 
basic FORTRAN framework. 
In my opinion a fundamental problern in computer programming is 
the lack of (primarily individual) discipline; the 1-am-going
to-do-things-my-way attitude prevails. Hence if the compiler 
does not suit, we make a modification or, even better, a new 
language! 
My motto is: accept FORTRAN, as it is, for what it is, and make 
the best of it. This obviously calls for constraints (on the 
capabilities/features of any particular FORTRAN compiler). 
In other words: we need a FORTRAN standard. 

The two most widely accepted FORTRAN standards are defined by 
the American National Standards Institute in documents (2], 
FORTRAN 66, and [3], FORTRAN 77. 
At the time we formed the basis for this section of the hand
book (late 1980), FORTRAN 77 was not generally accepted, and 
some of the so-called FORTRAN 77 compilers in existence at that 
time were not impressive. 
On the other hand FORTRAN 66 (or ANS! FORTRAN as it is also 
called) is, unfortunately, vague and open to different inter
pretations on several important points. A simpler and more 
restrictive, but above all, more precisely defined "dialect", 
called Compatible Fortran (CF), was suggested by Day [4], and 
with minor modifications we adopted CF as our FORTRAN standard. 
(FORTRAN 77 can be used with special permission!). 

This choice was not the best, and the FORTRAN-section of the 
handbook is perhaps the one that is in most need for revision. 
I would still argue that CF, with minor modifications (primarily 
replacing Hollerith with Character), is quite adequate and pro
vides for highly portable programs. With a general acceptance 
of FORTRAN 77 and highly improved compilers it has, however, 
been very difficult to enforce a strict use of CF. 

We shall therefore have to rewrite this sections, but we will not 
adopt the full FORTRAN 77 language as our standard. With a view 
to both portability, simplicity and good coding practice we shall 
put clear restrictions on many statements, and we shall dis
courage altogether the use of some statements (such as ASSIGN, 
ENTRY and SAVE) and most use of others (such as COMMON and EQUI
VALENCE). Other, potentially machine-dependent features (notably 
fileoperring and closing and direct access data transfer), should 
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be isolated in a small number of Standard subroutines. 

Day [4] and Larmouth [5] provide recommended reading in matters 
related to FORTRAN and portability. 

This section also includes a note on various forms of syntax 
checking, stressing the importance of manual checking (proof
reading), and we conclude with a strong recommendation to keep 
the code simple and to resist the temptation to be clever. 

5. PROGRAM SPECIFICATION AND DESIGN 

These are the most important phases in any programming project. 
The quality of the final program is decided here. 

Our main objective in this section is to set out a design proce
dure that will ensure a "good" program, and to propose practical 
methods for analysing and describing this procedure. 

A major difficulty is to establish measures of a "good" program. 
In the absence of quantitive measures we have identified charac
teristics of a good program. Listed in order of importance these 
are, in our opinion, 

- reliability 
- portability 
- ease of use, and maintenance 
- efficiency 

These are fairly obvious criteria. A final judgement on how well 
we succeed in meeting them can only be passed after the program 
has been in use for some time ("the proof of the pudding is in 
the eating"), and then only quailtatively ("taste" is not an 
absolute measure). In spite of these obvious shortcomings it is 
important to recognize the relative importance of the main design 
criteria, and to relate more specific and measurable events and 
quantities to these main criteria. 

The design procedure is a stepwise and partly iterative process 
comprising four distinct steps: 

1. Functional specification 
This is a precise and complete specification of what the program 
shall do, consisting of 

- the purpose (aim) of the program 
the "boundary conditions" 
a functional survey (stating what the program 
shall do, shall not do and shall possibly do) 
specification of input and output data 
verification requirements (stating the test cases) 
fype and amount of documentation. 
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The functional specification should always be kept as short as 
possible. But in order to serve as a stable basis for the fur
ther work, it must be complete, precise and consistent. 

Far too many programs have evolved from a vague specification, 
and quite a few without any specification at all. 

If you cannot decide what the program shall do, it is better 
left alone. 

2. Data (flow) analysis 

A formal data analysis, with the purpose of completely defining 
a convenient data representation (down to single variables), is 
better done independent of (and prior to the analysis of) the 
program logic. Due conside~ation must of course be given to the 
data requirements of existing (standard) software modules to be 
used. 
Having chosen a method and an algorithm, and having identified 
the various data transformation processes (e.g. matrix opera
tions) of the method, the data analysis is carried out "back
wards" from each process, using a charting technique proposed 
by Gane and Sarson [6]. 

3. Program (logic) design 

Here we adopt the top-down design method emphasizing modularity 
and structured programming. Through a procedure of successive 
refinement a (complex) process at a certain level is broken 
down into less complex sub-processes (modules), leading to a 
hierarchical tree-structure of the program. Again we adopt a 
charting technique similar to the one used by Gane and Sarson 
[6], and again it is important to incorporate the existing soft
ware modules (subroutines) we have at our disposal. 

4. Module description 

Before the actual coding starts, a detailed design of each 
module, including the flow of both control and data, should be 
worked out. To this end we propose the use of (structured) 
pseudo-code rather than the classical flow-chart. 

In real life, steps 2, 3 and 4 will inevitably interfere with 
each other, and a certain amount of iteration rnust be expected. 
Even srnall adjustrnents of the specification rnust be tolerated. 

This is an area of the problern in which we are still looking 
for better (and rnore precise) techniques. Most books and treat
rnents dealing with program design seern to be concerned with 
really large scale programs, and they all seern to assurne that 
one starts frorn scratch and that all codewill be new code. 
This has hardly ever been our situation. Use of existing code 
is not only necessary (to rneet time lirnits and lirnited budgets), 
but also desirable (it has already proved itself). 
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Nevertheless, a determined effort ~n these phases of program 
development, however insufficient it may seem to be, will pay 
handsome dividends. 

6. DATA MANAGEMENT 

The amount of data to be processed in a typical finite element 
program is large, often exceeding the primary memory and thus 
forcing us to use peripheral storage space (even on computers 
with virtual memory systems). Efficient use of both primary 
and secondary storage (disc), and efficient transfer of data 
between the two storage spaces, are therefore of considerable 
interest. 

A major problern in FORTRAN is its "static" storage allocation 
(the initial specification of any FORTRAN array must be in terms 
of a fixed size storage requirement). "Dynamic" storage allo
cation can be simulated, and the problern thus reduced signifi
cantly, through the use of a single working space (in the form 
of a one-dimensional array), in which most of the individual 
data arrays are stored and kept track of through a system of 
pointers. 
This section of the handbook shows how the working array concept 
can be implemented in an efficient and portable way, and it also 
indicates a very crude and simple "system" (consisting essenti
ally of two subroutines) for allocation and deallocation of 
storage space in the working array. (COMMON is not used at all!) 

Efficient transfer of data between primary and random access 
secondary storage is also dealt with in some detail. This can 
be accomplished by use of the direct access facilities defined 
in the FORTRAN 77 standard. It can, however, also be handled 
through direct use of the I/0-system (via assembly code or 
system software). 
In any case the actual transfer should be performed by one or 
a few, well-defined subroutines. All machirre dependency, such 
as the "optimal" size of the file addressing unit (sector length), 
should be hidden inside this or these subroutines, and they 
should preferably also provide the file address (or pointer) 
for the individual data records (which may of course have vari
able lengths). 
Finally we deal with another area of potential machine depen
dence, namely file opening and closing, and suggest a portable 
solution. 

7. PROGRAMMING STYLE 

At the macro level the question of style is a philosophical one, 
and good style can be summarized in a few words: simplicity 
and clarity, perceivability and uniformity. 
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The first two need no further cornments. By perceivability we 
mean a subjective measure of the complexity of a system. It is 
important that both software and its accompanying documentation 
are perceivable to the various persans involved at the various 
levels of development and use. 
Uniformity, while not a goal in itself, is very useful for an 
organization engaged in program development and maintenance. 
How best to obtain uniformity is not an easy question. Too 
many and too detailed rules do not seem to produce the desired 
result. On the other hand, experience shows that recornmenda
tions alone are not enough. Hence we decided on a compromise, 
and in this section we present both guidelines and rules. 

We strongly advise the use of one-entry-one-exit blocks of code, 
and that program logic is implemented, at all levels, by means 
of the basic constructs of structured programming. 

We include detailed description of how the code of the indivi
dual program unit shall be organized. This ranges from the con
tent and lay-out of a standard heading of cornment lines, through 
a fairly rigorous erdering of the various Statements, down to a 
series of minor points. 
A little imagination and careful use of cornments (including blank 
lines) and indentations may considerably improve code readability. 
(One can almest make good old FORTRAN appear to be a fairly well 
structured language). 
Style is the sum of many details, and consistency is the key to 
good style. 

A few cornments on efficiency are also included. The importance 
here is to identify the real time-spenders and to make them 
efficient. (Normally the 10/90 rule, stating that 10 per cent 
of the code is responsible for 90 per cent of the execution time, 
applies). Chasing "microefficiency" throughout the code is at 
best a useless exercise; very often it also has the adverse 
effect of increased complexity (for instance, the many obscure 
structures resulting from the desire to re-use code). 

The well-known slogans, keep it simple to keep it fast and make 
it right before you make it fast sum up our sentiments very 
well. 

8. ERRORS, TESTING AND DEBUGGING 

The cheapest errors are those never made! The most constructive 
approach to software reliability is therefore a design proce
dure, a coding technique and an attitude aimed at producing a 
program that works correctly the first time. This may sound 
unrealistic, but I am convinced that it is possible, if one 
really believes in it, and even if one is not one hundred per 
cent successful, it is a good (to my mind the best) basis for 
obtaining a high degree of program reliability. 
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Nevertheless, it is human to make mistakes, and it would be 
foolhardy not to anticipate errors and to plan for their detec
tion. 
In general an error is more serious the earlier it is introduced 
(or the longer it is allowed to remain), and it is therefore 
important to have a continuous checking procedure throughout the 
various stages of specification, design and development. 

Through a combination of careful manual checking and reviewing 
(of each others work), individual module testing and more inte
grated tests, errors should be weeded out before they can do 
serious damage. 
The program code should be instrumented to facilitate the 
testing/debugging/verification procedure. Error traps (to 
detect bad data), error reporting (both internally via error 
flags and externally via printed messages) and selected print
outs of intermediate data (controlled via print switches) are 
all useful in detecting, not only program errors, but also input 
(user) errors. The latter can also be prevented by including 
data generation facilities, and they are more easily detected 
through graphical display. 

An important aspect of program testing and verification is to 
choose a set of test problems that will ensure a thorough 
check of all main paths. For a real, engineeringprogram we 
shall not be able to pass the verdict: guaranteed correct. A 
program is wrong until proven correct, and such proof is hard 
to come by. 

We also include ~n this section some comments on debugging, 
procedures and aid. 

9. DOCUMENTATION 

The following two statements form the starting point for our 
discussion on documentation: 

- The quality of documentation is the best measure of 
the quality of the software. 

- Documentation is an integral part of any program 
development work (and not an independent activity 
added on as an afterthought). 

The purpose of documentation is three-fold: 
1) It is a means of communication amongst the people involved 

in deveLopment of software products. 
2) Appropriate documentation should enable a person with the 

necessary qualifications to use the programcorrectlyand 
efficiently without having any other knowledge about the 
pro gram. 
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3) The documentation should enable a person with the necessary 
qualifications, but who has no prior knowledge of the program, 
to maintain the program; i.e. to make corrections/changes/ 
modifications/extensions. 

In order to serve its different purposes the documentation must 
be sufficiently comprehensive. However, too much documentation 
may be as bad as too little. Good documentation is precise, 
to the point and complete. It should be aimed at a typical 
member of the readership, and avoid longwinded explanations. 

In order to meet the different needs, several pieces of documen
tation should be produced, as indicated in Table 1. 

The handbook contains a fairly detailed description, including 
several examples, of the form, content and lay-out of the 
various documents, both for complete programs and general sub
programs. 

For small and medium-size programs we have had good experience 
with the PNB - Program Note Book - as a simple aid in develop
ment and maintenance. This is merely a hinder (or perhaps a 
few binders) in which documents, listing and notes concerning 
a particular program are collected in an orderly manner as they 
are worked out. 
The Program Note Book is divided into the following 10 sections: 

Program Log (operational status and important events) 
Specification 
Project Plan 
Theory 
Design 
Coding 
Testing 
Implementation 
Maintenance 
Miscellaneous 

The PNB is not an additional document. It exists in only one 
copy and contains drafts and "working copies" of some of the 
documents listed in Table 1 . It is supplemented and updated 
during development, use and maintenance, thus recording the 
history of the program. 

10. MAINTENANCE 

Maintenance is the collective term for all work necessary to 
keep a program successfully operating after it has been re
leased for ordinary use. It consists of such activities as 

- finding and correcting errors, 
adding new features or modifying existing ones, 
implementing the program on a new system, 
improving performance. 
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It is well-known that maintenance costs during the life of a 
reasonable "successful" program may easily exceed development 
costs by a factor of 2 or 3 or even more. 

From a maintenance point of view the program consists of 
- the program code, 
- the user documentation, 
- the program documentation, and 
- the maintenance documentation. 

These parts are in fact different descriptions of the same 
object; they are closely interrelated and it is of vital impor
tance to maintain consistency between them. 

Anyone who has been engaged in maintaining a computer program 
does not need to be told of the importance of good and cosistent 
documentation. But the organization of the work is equally 
important. 
A common problern in maintenance is the strong interdependence 
between program and programmer. (More than one program has 
faded out after a key person resigned). It is therefore important 
to impose a certain amount of formalism, in order to secure that 
all changes are properly tested and recorded, and that all main
tenance work is formally approved before it is undertaken. 
Maintenance procedures will of course depend on the type, size 
and organization of the group or firm, and our solution, de
scribed in the handbook, may not be equally suitable for others. 
However, a few points concerning the source code may be of 
general interest. We maintain only one copy of the source code 
for each program. 
A line of code that may differ due to the version of the program 
(e.g. single and double precision) or due to machine dependent 
characteristics (parameters), is duplicated and marked with a 
C in character position 1 and another (specific) letter in 
position 2. Depending on which version of the program is re
quired, a specific combination of two letters (the first of 
which is always C, for comment) must be removed from all lines 
where it appears in positions 1 and 2, prior to compilation. 
(On some systems, for instance ND-computers , this is handled 
automatically by the compiler; so-called conditional compiling). 

We have also found it useful to maintain a record of all changes 
in the source code itself. A line of code that needs to be 
changed is inactivated by a C in position 1 and marked with OLD 
plus the version number in positions 73 to 80. The new line 
is added and marked with NEW plus the version number in posi
tions 73 to 80. An example is shown in Figure 2. Minor and 
obvious changes from one version to another may also be marked 
with "CHG x.y" instead of using OLD and NEW lines. Sometimes 
when there have been many changes, it may be necessary to clean 
up the code and start all over again. However, a listing of the 
source code before clean-up will be saved as part of the main
tenance documentation. 
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SUBROUTINE EXPL91(A,B,L,M,NA,LPU,IERR) 
c 
c ********************************************************************** 
c 
C HANDBOOK OF 
C C 0 M P U T E R P R 0 G R A M M I N G : SUBROUTINE EXPL91 
c 
C PROGRAMMED BY TOR G. SYVERTSEN, SINTEF DIV. 71 
C DATE/VERSION 1982-04-29 I 1.0 
C 1982-07-14 I 2.0 BY T.G.S. NEW 2.0 
c 
C THIS ROUTINE DEMONSTRATES HOW MODIFICATIONS (MAINTENANCE) SHOULD 
C BE RECORDED IN THE SOURCE CODE. 
c 
c ********************************************************************** 

INTEGER 
REAL 

L, M, NA(M), LPU, IERR 
A<L,M), B(M) 

I, J, K, IARR(4) 
I, J, K, IARR(4), LLPU 
DATE*8, VERSN*3 

INTEGER 
INTEGER 
CHARACTER 
DATA DATE, VERSN I '82-07-14', '2.0' I 

LLPU = IABS(LPU) 

PRINTOUT OF RESULTS 

IF (LPU.LE.O) GO TO 1000 
WRITE ( LLPU,6000) 
WRITE(LLPU,6010) (B(I),I=1,M) 

WRITE (LPU,6000l 
WRITE(LPU,6010) (B(I),I=1,MJ 

c -------------------
( --- R E T U R N ---
C -------------------
1000 CONTINUE 

RETURN 

END 

SUPPRESS PRINT? 

OLD 2.0 
NE W 2 .0 

CHG 2.0 

NEW 2, 0 

NEW 2.0 
NEW 2.0 
NEW 2 .0 
NEW 2.0 
NEW 2.0 
OLD 2.0 
OLD 2.0 

NEW 2.0 

FIGURE 2 Example of maintenance recording rn the source code 

11, IMPLEMENTATION AND DISTRIBUTION 

This section outlines a procedure for program implementation 
and points out some problems frequently encountered. General 
solutions are not suggested, but a check-list is included. 

The main problems of software distribution, including mainten
ance of distributed software, are discussed in some detail. 

12. STANDARD SOFTWARE 

The term standard software denotes, in our terminology, software 
modules of the "black-box" type designed to solve well-defined 
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problems or tasks which occur frequently. Characteristics of 
standard software are high reliability (obtained through rigo
rous testing and/or much use) and good documentation. 

We distinguish between three categories of standard software: 
Packages of independent subprograms performing well-defined 
standard operations related to a certain class of problems 
(e.g. matrix operations). This type of standard software can 
be regarded as extensions of the programming language, i.e. 
similar to the FORTRAN library. The well-known NAG library 
[7] fits into this category. We have several in-house pack
ages. 

- Programming systems which are collections of subprograms de
signed araund some common philosophy (conceptual model, data 
storage scheme etc.) for modelling and solving a general pro
blem. The modules are (closely) interrelated, and less suited 
for independent use outside the system. NORSAM [8] is an 
example of this category. 

- Service programs. These are executable (stand-alone) programs 
which perform subsidiary tasks and which can be connected to 
any relevant program via well-defined interfaces (data files). 
Examples are general pre- and postprocessors for finite element 
programs, e.g. FEMGEN [9]. 

The advantages of using Standard software in program development 
are obvious: 

- economy; it already exists. 
- reliability; the modules are tested and verified. 
- portability; standard software is normally available 

for a broad range of computer systems. 
- maintenance; is provided by the supplier. 
- efficiency ; critical parts are often optimized. 
- documentation is (should be) good. 

The disadvantages of using standard software are, in my opinion, 
few. The "black-box" behaviour of a standard module is some
times considered a drawback; it cannot be modified to fit a 
particular application. I would argue that this is both a 
characteristic and a strength of standard software; if it could 
easily be changed to suit the individual programmer's wishes it 
would not be Standard software and consequently would not possess 
the advantages of standard software. Perhaps a better solution 
would be to modify the algorithm/data representation to fit the 
standard software? 
The only real disadvantage of using standard software that I can 
see, may arise if the program is to be implemented on a new 
system. This requires that the standard software is available 
on the recipient system. If it is not already available this 
may or may not cause a problem, depending on the supplier of 
the standard software. If one's organization has all rights to 
the standard software, including the source code, there are 
normally no problems. If this is not the case one must expect 
costs and possibly a time delay. 
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Any organization actively engaged in development of engineering 
software ought to have a considerable amount of "self-controlled" 
(and preferably "self-supplied") Standard software, particularly 
in the area of numerical analysis \such as matrix operations, 
linear equations, eigenproblems, finite element properties), but 
also in the more problern dependent areas of input and output. 
These are central areas in which it is important to maintain 
some "local" expertise and also complete control of the soft
ware. This does not rule out the use of general libraries, 
such as NAG [7], which may be very useful for special purposes. 

At SINTEF we have a mixture of standard software at our dis
posal, most of which we have produced ourselves and organized 
in "in-hause" packages, rauging from "free-format-reading" and 
standard matrix operations to finite element libraries and a 
command processor for interactive programs. But joint efforts, 
such as NORSAM [8], and internationally well-known systems, such 
as FEMGEN [9] and FEMVIEW [10] are also available and briefly 
described (in terms of abstract sheets) in the handbook. 

In spite of the standard software we currently possess, I can
not help thinking that more than 15 years of program develop
ment should have accumulated more and better standard software 
than is the case. The task of writing a typical, Special
purpose finite element program today should have consisted of 
little more than organizing standard software. 

In my opinion the best form of standard software is small 
packages of Straightforward FORTRAN subroutines, and stand-alone 
programs with well-defined interfaces. The large programming 
systems, such as NORSAM, are hard to "sell", particularly in a 
medium to small size organization. 

13. MISCELLANEOUS 

This section of the handbook contains a sub-section on variable 
names in FORTRAN programs. A list of commonly used abbrevi
ations is included along with a complete description of the 
ASCII character set. 
We have also included key information (pertaining to program 
portability) for a number of the most common computer systems 
in the mini and super-mini range, plus a few main-frames. This 
information is recorded in a standard (one-sheet) format for 
each particular system. 
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14. CONCLUDING REMARKS 

I think it is fair to state that engineering software, by and 
large, is still of low quality. I also think it is easy to 
identify some of the majorproblern areas. 

However, when it comes to suggesting remedies, we are faced with 
some difficult decisions, most of which have to do with the 
attitudes and qualifications of the presonnel involved. To aim 
at perfection, suggesting and/or imposing procedures and tech
niques which are new and foreign to the programmer, may easily 
backlash and produce very little improvement, if any at all. 

Our approach is a practical one. Our handbook addresses itself 
to the average programmer of engineering software who, at least 
in our country, still has little formal training in computer 
programming. We have tried to bridge the gap between the pro
fessional programming community and the engineering, or rather 
FORTRAN, community. 
To say that we must also give our engineering students (or at 
least some of them) a better formal training in programming may 
seem tobe stating the obvious. It is, however, not easy to 
squeeze more programming into already tight engineering curri
cula. 

We emphasize simplicity, consistency and discipline, and al
though we cannot make do without some formalism, we have tried 
to keep it at a minimum. 

Improving the skill of the individual programmer is, while 
extremely important, not enough to secure high quality. Effective 
project management is another essential element in both develop
ment and maintenance of any software product of some size. 
Good intentions are not sufficient to stop programmers from 
making short-cuts in an attempt to make up for lost time, and 
the result of improvisations in computer programming is more 
often than not disastrous. 
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The theory of Software Science, proposed by Halstead [1977] 
deals with measurab1e properties of computer programs. In 
software science, a computer program is considered to be a 
string of tokens which are divided into "operators" and 
"operands". Generally, any symbol or keyword group in a pro
gram that specifies an algorithmic action of the computer is 
considered an operator, and any symbol used to represent data 
is considered an operand. All software science measures are 
functions of the counts of the operators and the operands. 

The area of software science has been explicitly studied 
by many independent research groups. Since many of the ex
perimental results reported by Halstead [1977] and others 
[Zweben et al. 1979, Shen et al. 1980] have been very en
couraging, these metrics have received considerable attention 
from the computer science community. Most of the work in 
applying metrics of computer software using the methodology of 
software science has concentrated on relatively few programming 
languages such as Fortran, PL/I and Algol. COBOL has received 
relatively little research attention with two notable excep
tions. Zweben and Fung [1979] reported the results of a pre
liminary study of COBOL programs which were counted manually. 
The work of Zweben and Fung [1979] initiated the writing of a 
software science analyzer [Fung et al., 1983] for further study 
in software science metrics in a COBOL environment. The analy
zer provides a mechanical way of counting tokens (operators and 
operands) of a COBOL program, and hence can produce all of the 
software science statistics. Shen and Dunsmore [1980] have 
done perhaps the most comprehensive study of COBOL programs 
using software science. Recently, Debnath and Zweben [1984] 
have reported the results of the analyses of a very large nuro
ber of COBOL programs written by students at Ohio State Univer
sity (OSU). This paper primarily discusses the results of a 
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study of software science metrics applied to a set of pro
fessionally-produced COBOL programs, which were collected from 
the University systems computer center at the Ohio State Univ
ersity. Particular attention is directed at the behavior of 
the Halstead language level metric and the length equation. 
The results include support of the inclusion of Data Division 
of a COBOL program in the software science counting strategy, 
and nonsupport for the use of the software science language 
level metric. In order to study the effects of different 
counting methods on the properties of an algorithm, the same 
set of production programs were run through two different 
COBOL analyzers. The result of the comparison of the software 
science statistics, obtained using two different counting 
strategies, is also included. The present study provides a 
reminder of how sensitive some of the metrics are and of how 
careful researchers must be when drawing conclusions from soft
ware science measurements. 

The relevant software science measures, which can be tab
ulated for any given program, are summarized below. 

n1 : t'he number of unique operators 

n2 : the number of unique operands 

N1 : the total number of operator occurrences 

N2 : the total number of operand occurrences 

n the total number of types (n = n1 + n2) 

N the observed program length (N = N1 + N2) 

N the estimated program length 

V 
A 

L 

D 
A 

/.. 

E 

(N = n1 log2 n1 + n2 log2 
the program volume (V = N log 

the estimated program level (L 

the difficulty (D = 1/L) 

the language level (~ = L2*V) 

the programming effort (E = V/L) 

A more detailed discussion and motivation of these metrics are 
included in [Halstead 1977, Fitzsimmons et al. 1978]. 

2. ANALYSIS OF COBOL PRODUCTION PROGRAMS 

In order to study the behavior of software science metrics for 
programs written in a production programming environment, ten 
professionally-produced COBOL programs of various sizes were 
obtained from the University Systems Computer Center at the 
Ohio State University. These ten production programs were 
much larger in size, and perform different kinds of functions 
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Each of the ten programs was run through the Software 
Science Analyzer [Fung et al., 1983] developed by the Software 
Metries Research group at Ohio State University. Given a COBOL 
program, this analyzer can produce all of the software science 
statistics based on the counting rules proposed by this re
search group. The primary analyses will involve the Halstead 
length equation and the language level metric, so that we will 
be interested in N, N, and ~. The mean error, defined by 
(N-N)/N, was also computed for each program. The results of 
the analyses of these programs are shown in Table 1 and Table 
2. 

The analyses of these production programs show that for 
some programs the length equation works better for the pro
cedure division alone, and for others the length equation gives 
a better estimate when the entire program is considered (i.e. 
when the data division is combined with the procedure divi
sion). It should be noted, however, that for almost all of 
these programs both the procedure division and the entire pro
gram give reasonable values of the error. A similar conclusion 
was drawn by Shen and Dunsmore [Shen et al., 1980] from the 
analysis of their COBOL analyzer program itself. Since the 
data division is a significant part of any COBOL program it 
still seems reasonable to include it in software science 
studies. 

Software Science postulates that the language level (A) 
may be used to compare various programming languages. If ~ is 
indeed a property of the programming language, we might expect 
that it is approxirnately a constant for all programs written 
in a given language. The present analyses, however, indicate 
that the language level is not constant. Its use in other 
software science relationships is therefore suspect, and it is 
not recommended as a useful metric to be applied to an indivi
dual program. It is also noticed that the ~ for the data divi
sion is always very high compared to the ~ of the proced~re 
division and that of the program. This extremely large A for 
the data division reflects the fact that COBOL provides for a 
compact representation of a good deal of information about 
type, size, structure and initial values of individual and 
group data items. Furthermore, it is important to note that 
the values of ~ for this set of production programs are 
generally much lower than the ~ values found for the students 
programs [Debnath et al., 1984]. Shen and Dunsmore [1980] 
observed that ~ seems to fall as the program size increases. 
However, the two largest programs (OLD-VX-75 and NEW-VX-75) 
in this set have the largest values of ~ ! 
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TABLE 1 
Analysis of COBOL Production Programs 

Program-ID Div/Program N N (N-ih A. 
N 

Data Div 1623 3406 -1.09 30.39 
OLD-SC-04 Proc. Div 2567 3162 -0.23 0.80 

Program 4190 5755 -0.37 0.83 

Data Div 1696 3607 -1.13 32.43 
NEW-SC-04 Proc. Div 2948 3506 -0.19 0.78 

Program 4644 6201 -0.34 0.81 

Data Div 1858 3165 -0.70 31.95 
OLD-AD-19 Proc. Div 1916 2315 -0.21 0.91 

Program 3774 4420 -0.17 0.78 

Data Div 1870 3195 -0.70 32.34 
NEW-AD-19 Proc. Div 2001 2397 -0.20 0.91 

Program 3871 4509 -0.16 0.80 

Data Div 1237 2143 -0.73 33.69 
OLD-AI-19 Proc. Div 2191 1924 +0.12 0.45 

Program 3428 3033 +0.11 0.42 

Data Div 1249 2171 -0.74 34.09 
NEW-AI-19 Proc. Div 1955 1949 +0.003 0.64 

Program 3204 3129 +0.02 0.53 

Data Div 956 1968 -1.05 35.33 
OLD-YT-42 Proc. Div 2669 2830 -0.06 0.90 

Program 3625 4136 -0.14 0.78 

Data Div 1215 2497 -1.05 37.80 
NEW-YT-42 Proc. Div 3127 3210 -0.02 0.88 

Program 4342 4821 -0.11 0.80 

Data Div 1782 3901 -1.19 61.00 
OLD-VX-75 Proc. Div 5133 4680 +0.08 1.51 

Program 6915 7204 -0.04 1.47 

Data Div 2242 4755 -1.12 61.02 
NEW-VX-75 Proc. Div 6835 5642 +0.17 1.23 

Program 9077 8552 +0.05 1.22 
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TABLE 2 
Analysis of COBOL Production Programs 

Program-ID Div/Program NOS L D=l/L E 

Data Div 268 0.0465 21.5 302322 
OLD-SC-04 Proc. Div 590 0.0060 166.6 3704166 

Program 858 0.0046 217.4 8537391 

Data Div 278 0.0468 21.4 316410 
NEW-SC-04 Proc. Div 653 0.0055 181.8 4706727 

Program 931 0.0043 232.5 10220465 

Data Div 322 0.0448 22.3 355401 
OLD-AD-19 Proc. Div 385 0.0076 131.6 2087500 

Program 707 0.0048 208.3 7113125 

Data Div 324 0.0449 22.3 357371 
NEW-AD-19 Proc. Div 401 0.0074 235.1 2250270 

Program 725 0.0048 208.3 7315625 

Data Div 208 0.0580 17.2 172706 
OLD-AI-19 Proc. Div 501 0.0051 196.1 3467450 

Program 709 0.0038 263.2 7764473 

Data Div 211 0.0580 17.2 174724 
NEW-AI-19 Proc. Div 437 0.0064 156.3 2468750 

Program 648 0.0044 227.3 6291590 

Data Div 162 0.0680 14.7 112382 
OLD-YT-42 Proc. Div 642 0.0063 158.7 3609206 

Program 804 0.0049 204.1 6636938 

Data Div 209 0.0613 16.3 164127 
NEW-YT-42 Proc. Div 718 0.0057 175.4 4755614 

Program 927 0.0045 222.2 8833333 

Data Div 326 0.0623 16.1 252279 
OLD-VX-75 Proc. Div 1164 0.0057 175.4 8202456 

Program 1490 0.0047 212.7 14170000 

Data Div 412 0.0548 18.2 370802 
NEW-VX-75 Proc. Div 1503 0.0044 227.3 14505000 

Program 1915 0.0037 270.3 24149459 
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~Additional metrics, e.g. NOS (number cf Statements), L, D 
and E have also been evaluated for each program. It should be 
observed~that for this particular set of COBOL programs, the 
NOS and E metrics order the programs in the same way. 

3. COMPARISON OF THE RESULTS BETWEEN THE OSU ANALYZER AND THE 
PURDUE ANALYZER 

In order to observe the difference between the software science 
metrics values when using two different counting strategies, 
the programs collected from the University Systems were run 
through two different COBOL analyzers. One COBOL analyzer was 
developed at OSU, and the other analyzer was produced by the 
software metrics research group at Purdue University. The 
metrics values produced by the two analyzers are shown in Table 
3 and Table 4. Since it was observed that the best software 
science estimates are generally achieved for the entire program 
rather than for the data or procedure division alone, this 
section includes the results only of the analysis of the en
tire program (i.e., combination of data and procedure divi
sion). The differences noticed in the values of the metrics 
are due to the differences in counting strategies of operators 
and operands as proposed by the two groups [Fung et al., 1983]. 
It appears that the Purdue analyzer was unable to analyze the 
largest program (NEW-VX-75) among all these ten programs 
obtained from the University Systems. 

The results of both the analyzers on the University 
Systems production programs show that the length equation 
works well for almest all of the programs in the set. When 
the OSU analyzer is used, it is noticed that the length equa
tion produces positive error for the two smallest (OLD-AI-19 
and NEW-AI-19) and the largest program. For all other pro
grams, the length equation produces negative errors. On the 
other hand, the use of Purdue's analyzer shows that the 
length equation produces negative errors for all the programs 
in the set except one of the smallest programs (OLD-AI-19). 
These results, as obtained for this particular set of produc
tion programs, contradicts the result observed for 11 AIRMICS 
production programs reported by Shen and Dunsmore [1980], 
namely that the length equation produces negative errors for 
small programs but positive errors for large programs. 

It was also found [Shen et al. 1980, Smith 1980] that the 
range of program sizes for which the length equation appears 
to work best is 2000 < N < 4000. It is of interest to note 
that the program length prediction for all the programs in 
that range are quite satisfactory. 

Another result reported [Shen et al., 1980] for AIRMICS 
production programs is that language level (~) is affected 
by the size of the program. In particular, large N's are 
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TABLE 3 
Comparison of the Software Science Metries 

PURDUE osu 

Program-ID n1 N1 n2 N2 n1 N1 n2 N2 

OLD-SC-04 101 1486 329 1368 123 2286 540 1904 

NEW-SC-04 105 1633 360 1562 127 2531 579 2113 

OLD-AD-19 87 1324 268 1212 98 1970 431 1804 

NEW-AD-19 88 1364 276 1250 99 2026 439 1845 

OLD-AI-19 93 1303 200 1028 102 1958 288 1470 

NEW-AI-19 87 1198 208 962 96 1800 303 1404 

OLD-YT-42 87 1118 276 1281 103 2073 399 1552 

NEW-YT-42 91 1323 326 1532 107 2442 463 1900 

OLD-VX-75 89 2385 499 2243 100 3982 693 2933 

NEW-VX-75 -- -- --- -- 113 5259 806 3818 

A A 

accompanied by smaller A's. However, the A values 
obtained for these 10 production programs, using two different 
analyzers, do not seem to support this particular result. 

4. CONCLUSIONS 

An investigation was made concerning the behavior of software 
science metrics for a set of COBOL production programs. Part
icular attentionwas given to Halstead's language level and 
the length equation. It appears that the COBOL studies pro
vided mixed results. On the positive side, the length estimate 
was found generally satisfactory. This supports Halstead's 
first conjecture, namely, the observed length (N) and the 
estimated length (N) of an algorithm are approximately equal. 
Furthermore, the results of the present analyses suggest that 
it is reasonable to include counts on data declarations and 
input/output statements (i.e. data division entries) in the 
software science counting strategy. It is appropriate to 
include them since they are a major portion of any COBOL 
pro gram. 
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TABLE 4 
Comparison of the Software Science Metries 

PURDUE osu 

A 

Program-ID N N-N N N 
N-N 

!. N N !. N 

OLD-SC-04 2854 3423 -0.20 0.55 4190 5755 -0.37 0.83 

NEW-SC-04 3195 3761 -0.18 0.55 4644 6201 -0.34 0.81 

OLD-AD-19 2536 2722 -0.07 0.56 3774 4420 -0.17 0.78 

NEW-AD-19 2614 2806 -0.07 0.55 3871 4509 -0.16 0.80 

OLD-AI-19 2331 2137 +0.08 0.34 3428 3033 +0.11 0.42 

NEW-AI-19 2160 2162 -0.001 0.44 3204 3129 +0.02 0.53 

OLD-YT-42 2399 2798 -0.17 0.50 3625 4136 -0.14 0.78 

NEW-YT-42 2855 3313 -0.16 0.53 4342 4821 -0.11 0.80 

OLD-VX-75 4628 5048 -0.09 1.06 6915 7204 -0.04 1.47 

NEW-VX-75 --- --- --- --- 9077 8552 +0.05 1.22 

On the negative side, further evidence agairrst the 
utility of the language level measure was obtained. Large 
variances were observed, consistent with other studies, and 
conflicting evidence of the relationship between >: and N to 
that of Shen and Dunsmore [1980] was found. Contrary results 
to those of previous authors concerning the sign of the rela
tive error in the length estimate was also noticed. The 
counting strategies for the OSU and Purdue analyzers appear 
sufficiently different that the actual values of several of 
the metrics changes dramatically. This has very serious impli
cations if these metrics are to be used in an absolute sense, 
say as estimates of development time. It once again points 
out the need for taking great care in interpreting the results 
of software science studies, and in comparing these results 
with those of other researchers. 
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MANAGEMENT OF INTERACI'IVE GRAPHICS FUNCI'IONALITY BEYOND "GKS" 

Rohi Chauhan 

Honeywell Information Systems, Phoenix, Arizona, U.S.A. 

Engineering workstations are expected to offer an effective 
facility for integration of several functions in engineering 
design, drafting, rnachine tooling, rnanufacturing, and project 
rnanagernent. 'Ihe usefulness of these workstations is often 
comprornised because of the industries' inability to rapidly 
develop and integrate ccrnplex applications software. With 
changing user needs, the ability to provide highly functional 
custamizable interactive computer graphics applications is 
very significant to the effectiveness of workstations on a 
continuing basis. 

Although the acceptance of Graphics Kernel Standard (GKS) has 
contributed to the standardization and portability of the 
applications, better tools are needed for speedy developnent 
and custcrnization of interactive graphics intensive 
applications. 

'Ihis paper presents a "Graphie Functions Manager" (GFM), which 
is intended to free an applications developer of repetitive 
graphics entity rnanipulation and display rnanagement related 
code, much beyond what can be expected frcrn Siggraph Core and 
GKS packages. In order to facilitate applications 
developnent, the GFM provides a camprehensive system level 
support for the display, selection and management of rnenus, 
icons, creation and editing of objects, a custam user 
interface configuration facility, and general text editing 
functions with multiple user definable fonts. GFM offers an 
effective and localized way of rnanaging several display 
details that are not gerrnaine to an application' s mainstrearn. 
The idea is to promote an environment for CAD/CAM applications 
specialists for generation of more-to-the-need applications, 
faster, with custamized user interfaces, at lower cost, and 
with greater reliability. 
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CAD/C'AM SYSTEM) 

Due to the diversity of functions, an integrated configuration 
of CAD/C'AM systans generally involves several vendors. Also, 
lacking detailed applications knowledge and with inadequate 
ability to support end-users, the engineering workstation 
vendors are, by and large, continuing to stay out of the 
applications software market. 'lbe rapidly evolving technology 
and changing user needs have been adding another component of 
difficulty into the CAD/C'AM integration process. Inasmuch as 
this scenario is likely to continue, in consideration of their 
critical resources, costs, and limited know-how, most vendors 
are likely to adopt the strategy of incranental product 
development. 'lbe end-users, and applications software vendors 
alike, therefore, will do better by evaluation of available 
products in light of the following design criteria. 

* 

* 

* 

* 

* 

* 

Applications programmers and systems integrators must look 
for consistent and standard ways for design and 
custamization of user interfaces. 'lbe user interface must 
also fluently correlate with the displayed output in 
interactive sessions. 

The interactive graphics support must be prograrmned in 
conformance to internationally accepted standards, such as 
GKS. Its interface to applications software must be 
localized and separated fram applications programs, to 
facilitate easier system upgrades as new programs become 
available. 

In support of highly interactive design sessions, 
involving high resolution computer graphics, computational 
load on the sub-system supporting interactivity must be 
minimized. 

Systems design must promote its upgrading to support an 
affordable level of parallel processing for maximization 
of the overall throughput. 

Modularity of systans as well as applications software 
must accammodate segmentation of processing so that it is 
possible to position processes closer to the devices using 
them, particularly as special purpose processors becane 
available at reasonable costs and as more and more 
functionality is fabricated into the same chip. 

As long as no single vendor is affering the "complete 
solution," the systan design must anticipate and allow for 
an easy integration of third party software. 

'Ibis paper describes the Graphie Functions Manager ( GEM) for 
addressing the needs as stated above. Portions of this 
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interactive graphics workstation developed 
Corporation of Scottsdale, Arizona, USA. 
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performance 
by Terak 

The graphics pipeline parallel processing architecture of the 
GS/32 series is shown in Figure 1. It consists of a Geometry 

GS 50/32 

APPLICATION SUBSYSTEM GRAPHICS SUBSYSTEM 
GS 90132 GS 70132 

Advanced Bus ! 

0 D D D 
EJ 
D 0 D D 

D D D 

Propnetary H•gh Speed 32 81! Bus 

Standard Mullobus (IEEE 796) 

0 
r-=-1 
CJ 

0 D 

FIGURE l: Terak GS/32 Balanced Hardware Architecture 

Engine, a Drawing Engine, accelerator processor, peripheral 
processor, local area network, high resolution 1280 x 1024 60 
HZ non--interlaced raster graphic display, and UNIX 4.2BSD 
operating system. 

The Graphics Processor (GP) is intended to be primarily used 
as a geometry engine. It is designed to furnish a high degree 
of interactivity required by display management processes 
related to display wind<Ms, cursor handling, object picks, 
image transformations, clipping and viewing. The GP is based 
upon the NS32016 32 bit chip set, with NS32081 for floating 
point operations. 

Operating under the control of the Graphics Processor (GP), 
the Raster Processor (RP) rnakes the GS/32 drawing engine. It 
uses a AMD 29116 bit slice processor. 
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'Ihe Display Cormnand Lists (DCL) are built and manipulated by 
GP in its Main Manory (MM). Upon instructions fran the GP, 
the DCLs are executed by the RP and the resul tant bi t-map is 
stored in the Frame Buffers (FB). 'Ihe FBs are displayed 
depending upon the visibility status of the bit-maps. While 
the RP is drawing into a FB, the GP can, in parallel, continue 
to build or edit DCLs in the MM for future executions by the 
RP. Since the displays always take place fran the bit-maps in 
independent FB memory planes, the contention for the Main 
Manory (MM) is substantially reduced. Taking advantage of 
this facility, the GFM software needs to deal only with the 
DCLs for manipulation of displayed objects. 

For achieving high performance in the high resolution GS/32 
drawing engines, the RP utilizes firmware assistance for ma.ny 
drawing operations such as polylines, polygons, area fills, 
text, and "bitblt" block move operations. 

The GS/32 workstations are designed to use UNIX 4.2BSD. For 
efficient interfaces between GS/32 functional modules, it is 
essential that a GS/32 subsystan is not forced to wait on 
another to canplete a task. An effective pipelining of tasks 
for inter-process corranunication and load regulation for the 
GS/32 subsystans is r~uired to achieve full utilization of 
each subsystan's bandwidth. 

In a typical GS/32 system, with a separate Applications 
Processor (AP) or a host, a high level of interactivity can be 
realized. 'Ihe applications will reside on the AP. All user 
interface, along with the Graphie Functions Manager (GFM), 
will be available at all times fran the GP. Full UNIX 4.2BSD 
operating system will be resident in AP and a real-time UNIX 
kerne! (along with the Graphics Functions Manager) in GP will 
support the interactive graphics functionality. 

GRAPFUC FUNCI'IONS MANAGER ( GFM) 

The primary intent of a GFM package is to · free applications 
software of repetitive graphic entity manipulation and display 
management related code, by furnishing the high-level services 
generally needed in an interactive graphics environment. An 
applications program need not be concerned with the details of 
how the information is displayed or with managernent of windows 
on the screen. 'Ihese are always handled by the GFM in GP. 
All an applications program needs to do is to r~uest access 
to one or more display areas (which may be on the same or 
different screens), just as it would access main storage 
files. 

'Ihe major GFM functions, as shown in Figure 2, can be 
summarized as follows. 
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FIGURE 2: GEM - Directed to Easier Utilization of Graphics 

Support for spawning and management of multiple 
independent process, and related icons, to be output on 
one or several devices, and comprehensive, management of 
displayed windows on screen. 

Facility for an easy utilization of graphics standards 
such as GKS/OGI/OGM for processor and device independence. 

Handling of menus, cursor, I/0, system prcmpts and screen 
house-keeping functions for an easier creation of user 
interfaces, custcmized to suit particular applications 
environments. 

Monitor ing of the system' s cursor posi tion and keeping i t 
associated with the currently active display process. 

Alphanumeric support, including a special display which 
emulates an ANSI X3.64 terminal. 

Facility for creation of applications specific "help." 

Facility for emulation of popular graphic terminals such 
as Tektronix 401X. 

Special implements for graphic entity manipulation often 
used by applications. 

Management of visual-aids, such as borders, partitions, 
highlighting, etc. 
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As a primarv interface between application programs and 
interactive graphics, GFM must be capable of supporting a 
number of independent processes accessing one or more 
displays. Displays may be created by either the user to 
ini tiate a new independent and simul taneous process or by an 
application process for its own use. 

GFM must also be capable of supporting programs which need 
direct access to the various devices as well as those programs 
which utilize graphic standanE such as the Graphics Kerne! 
Standard (GKS) or the SIGGRAPH GSPC Core System for device 
independence. 

'lbe major concepts used by GFM to provide the higher level 
functionality are the separation of pictures, transformations 
and displays and the use of various graphical objects. 'lbese 
ooncepts are described below. 

Pictures 
A "picture" is defined as an ordered !ist of graphical 
primitives and picture segments in model space (world 
COordinates). Once a picture has been constructed, it is not 
necessary to re-transmit the information in order to display 
the picture again. Also, since the picture is managed by GFM, 
it is possible to modifY the picture simply by specifYing the 
deletions and additions. 

A picture may be manipulated and modified by any of a number 
of application processes other than the one which created it. 
This provides a significant capability for future systems 
using the full capabilities of processors such as the NS32000 
or M68000 series, in UNIX environment which all<Ms for 
mulitple cooperating processes. Protection from inadvertent 
access to a picture is provided by GFM generated picture 
names. 

A picture may consist of either just graphical primitives or a 
number of hierarchical segments. A picture may be described 
as: 

<picture> ::= <picture header> 

where 

<picture item> ••• <picture item> 
<picture end> 

<picture item> ::=<graphical primitive> 
<picture segment>. 

Graphical primitives are the basic building blocks of both 
pictures and picture segments. 'lbey include polylines, 
polymarkers, polygons, text, cell arrays, instance and symbol 
references, and attribute settings. 
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A picture segment is a collection of graphical primitives and 
sub-pictures which may be referenced as an entity. The major 
value of picture segments is that they allow any picture to be 
copied into another picture or referenced as a "master" by an 
"instance." 

Transformations 
'Ihe "transformations" are constructs that convert pictures 
from model (world) sp3.ce to the Normalized Device Coordinate 
(NDC) sp3.ce which is equivalent to the coordinate sp3.ce used 
by Display Cammand Lists (DCL). The raster processor executes 
the OCLs to make a picture bit-map for the frame buffers. 
'Ibis transformation is defined by specification of a window in 
the world coordinates and viewport in the NDC sp3.ce. During 
the display process a transformation maps contents of NDC 
windows to viewports on logical output devices, with 
appropriate scaling. 

A transformation may have one or more displays associated with 
it. If no display is currently associated with a given 
transformation the default is to the harne display of the 
process, that allows a straight transformation of the model 
sp3.ce to NDC space. The "home display" of a process is that 
display which provides standard I/0 for the process. Usually 
it is a user created display from which the process was 
initiated. 

Picture Processing 
Pictures are displayed by associating a picture with a 
normalization transformation. The picture is then converted 
to NDC Space using the given transformation and is entered 
into the Display Cammand Lists of all the active displays 
currently associated with the given normalization 
transformation. When objects are added to an open picture, 
they are also converted to the NDC Sp3.ce and posted to the 
Display Command Lists of the associated active displays. 

GFM supports on-line storage of pictures. The application may 
direct storage to occur in a specific directory or on a 
specific device. A system picture storage facility is 
available for use as a default. The application process must 
provide a name under which the picture will be stored. Stored 
pictures may be recalled by GFM fram specific on-line files as 
needed by an application process. 

Text pictures are a special class of objects providing support 
for A/N displays similar to that provided by graphical objects 
for graphical displays. Text pictures may contain commands 
used to manipulate the contents of an A/N display and may also 
contain references to other text pictures. 

GFM also supports retrieval from and storage of pictures in 
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the ANS! X3H3 Computer Graphics Metafile (CGM) format. 

Displgy Management 
A "display" is a logical output device consisting of a Display 
Caranand List using Normalized Device Coordinates ranging from 
[-1, -1] to [+1, +1]. A display window provides the user with 
panning and limited zoaning over the display. A display may 
be accessed by outputting through the UNIX port associated 
with the display or by using transformations associated with a 
given display to display a picture. 

'Ihe GFM provides the foll<Ming display management functions. 

* 

* 
* 

* 

* 
* 

* 

Display status management, including view priority and 
visibility status. 

Positive acknowledgement of user inppts. 

Paging of o~n displays, when exceeding memory. 

Creation, filing, retrieval, manipulation, and deletion of 
Display Caranand Lists (OCL) for logical displays. The OCL 
handler also all<Ms for insertion of new DCL codes into 
the logical displays. 

Assignment of windows and viewports to different devices. 

General screen management by user ( for local interaction) 
and by an application. 

ICON management, such as creation, deletion, 
identification with a process, etc. 

* Window/viewport management, generally under local user 
control. 

* 

* 

* 

* 

* 

Identification of an application (process) to an existing 
viewport or a new viewport. This implies spawning of a 
new UNIX shell. 

S~cial displays are supported for anulation of given 
devices such as the Tektronix 401X or an ANSI X3 .64 
alphanumeric terminal. 

Control of systems cursor. 

Handling of systems pranpts. 

~cial displays are also used for supporting functions 
(usually interactive) such as menu selection, forms, help, 
etc. Management of menus involves primarily three ~s 
of menus, i.e., 
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"pop-up menus": 
"applications menus": 

"border menus": 
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at points of invocation 
in designated areas of the 
screen 
along the screen edges 

Handling of pre-defined screens for special objects (e.g., 
menus) under user or application oontrol of 

- Viewing priority 
- Background colors 
- Assignment of applications 

ICONS to different processes 

Changingof input devices, e.g., mouse, keyboard, tablet. 

Inclusion or exclusion of borders into display. The 
borders may oontain explanatory legends and/or desired 
menus. 

MENU ~1\GEMENT 

GFM supports special menu objects for the purpose of allowing 
an application to display available options and to allow a 
user to make a selection fram these options. Menus operate as 
displays that are not associated with any I/0 port. They will 
always be child displays of the harne display of the process 
that activated them. 

There are three basic kinds of menus~ border menus, pop-up 
menus, and application menus. Fach of these menus may be 
either alphantnneric or iconic. Alphantnneric menus display the 
options available as a strings of text. Ioonic menus display 
the options available as symbols. An application rnenu has the 
additional aspect of allowing graphical primitives to be used 
in construction of the menu items. 

GFM supports facility for interactive design and storage of 
rnenus, allowing rnenus to be stored on-line and recalled as 
needed. 

Border Menus 
Border menus are special objects that may be associated with 
displays. A display with a border menu associated with it 
will have a fixed minimtnn screen size extent according to 
where the border is placed. This will not restriet a display 
window from panning or zoaning about the logical display or 
the positioning of the display viewport on the screen. 

Border menus provide a set of choices associated with the 
display. These may be alphantnneric or ioonic and may be pick, 
button, or keyboard selectable. In general, iconic menus 
should be restricted to pick selections. 
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POJ?=yp Menus 
Pop-up menus are supported by the GFM for the purpose of 
allowing quick selection fran a list of available choices. 
Pop-up menus will always consist of annotative text or symbols 
and will always require selection by a "request pick." While 
a pop-up menu is active, system cursor movement will be 
constrained to snap fran one popped menu to another. If a 
pop-up menu is not active, it will not be visible. 

Pop-up menus is generally enabled by the application program, 
invoked by the user, and managed by GFM. A uniform method for 
invoking a pop-up menu and selecting fran it or canceling a 
selection is provided by GFM. 

Only one pop-up menu may be enabled at any one time. 

Pop-up menu selection is an event type interaction. A 
cancellation of a pop-up menu is not recognized as an event, 
requiring a selection {of RETURN for cancellation) to proceed 
further. 

~ication Menus 
Application menus are special displays from which the user may 
make a selection and are positioned on a user given area of 
the screen. An application menu is expected to be constantly 
visible as part of a given display so that the user is aware 
of the functions currently available. A menu, when displayed, 
is provided with a viewing priority higher than the hane 
display from which it was generated and higher than any 
previously specified child display of the harne display. An 
application menu item may contain any graphic primitive in its 
description. 

Menus may be defined separately fran their display. When they 
are displayed, an instance name is returned by GFM so that the 
application process may identify the menu from which a 
selection was made. 

Items may be selected from menus through the use of buttons, 
picks, or text input. 'lbe type of selection that will be 
allowed is determined by specifications at the time the menu 
was created. 

GRAPHICAL OOTPUT PRIMITIVES 

GFM supports both 2D and 3D graphics. Ultimately, all 
pictures and picture segments are defined in terms of the 
basic graphical primitives. 'lbere are two types of graphical 
output primitives, "effective" primitives which cause actual 
generation of display code and "attribute" primitives which 
set characteristics {e.g., line style and color) of the output 
commands. Polyline, Polymarker, Polygon, both filled and 
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blank, and eell array primitives are supported, as defined by 
GKS. Also, GKS defines three types of attributes, namely, 
Geometrie, Non-Geometrie, and Indentification, whieh are 
supported by the GFM. 'Ihe identification attribute may be 
expanded in a manner consistent with GKS, supporting the 
hierarehieal nature of pieture segments. 

GFM supports two types of text, annotative text and picture 
text. 'Ihe annotative text is not oonsidered as an integral 
part of a pieture. Only the position of annotative text is 
transformed to NDC Spaee, not the text itself. Annotative 
text may well be considered as "hardware" eharaeters. 'Ihe 
size, direetion, and character p:~th alla.red for annotative 
text, whieh is always 2D, is provided by the Raster Proeessor. 

Pieture text is considered to be a part of the picture and is 
oonstrueted from strokes whieh undergo full oonversion to NDC 
Spaee using the normalization transforms applied to the 
pieture. Pieture text may be 2D or 3D. Although picture text 
is 2D in nature, it could eonsist of strokes that may be 
defined in a 3D sp:~ee. Picture text is supported by all the 
text attributes defined in GKS. 

A graphical primitive will be provided that will alleM 
invocation of another pieture as an instanee of a eurrent 
pieture, without recursion for simplieity. 

ADITANCED GRAPHICAL PRIMITIVES AND FUNCI'IONS 

GFM should be capable of supporting higher level graphie 
primitives and funetions, such as Grids and Axes with tick 
marks, single end and double end arra.r lines, double lines, 
splines, oonics, and other functions useful in design of a 
drafting package. All specifications for these functions are 
to be given by applications in word ooordinations. 'Ihe GFM 
will be responsible for the transformations to NDC spaee and 
appropriate clipping operations. 

Additional functionality to support surfaees, solids and 
shading will be welcome for an easier and standardized 
utilization of interaetive computer graphics in solids 
modeling packages. Surfaces may be defined as planes or as 
objects of revolution. Solids can be defined both via 
boundary representation or as oonstructive solids gecrnetry 
primitives, with appropriate display of patterns to indicate 
the solid aspect of the object in cut-away seetions. 
Perspective creation and viewing, hidden line ranoval, and 
shading must also be supported. 

Utility functions for an easier incorporation of drawing 
headings, Engineering Olange Control process, revision and 
page nurnbers, current time and date will also be useful. 
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GRAPHICAL INPUT 

All input, not determined to be local input, is assumed to be 
input to the current working process. GFM is responsible for 
directing and queueing input to the appropriate process. The 
input devices are classified according to their normal 
operating modes as keyboards, button, valuators, locators, or 
picks. In addition, processes are available to transform 
certain devices from one type into another and for support of 
GKS input processes. For example, transformation of a locator 
into a pick with specification of a set of keys or buttons 
used to trigger the pick is allowed. The application process 
can specify size of the "pick window" or may use a default 
size. 

A logical device is considered acti ve for a gi ven process if 
the device has been initialized by the process and the process 
is the current working process. Special input services, such 
as dragging and menu selections, are provided as higher level 
GFM functions. While many of these services provide input in 
the same form and type as that provided by a corresponding 
logical input device, the calls and references to these 
services are separate and independent fram the logical 
devices. 

GFM provides management of the physical input devices to 
insure that a pqysical device is not multiply assigned either 
to high level input functions or logical device functions. 
Assignment of a pqysical input device is dependent upon the 
current working display. 

When a text input is formally re:;J:uested by an application 
program, the GFM will identify an area on the chosen display 
in terms of lower left corner, number of characters per line 
and number of lines. GFM creates a temporary all,ilanumeric 
display in the identified area to manage the text input in 
that area with limited text editing. Arrj text without a 
formal re:}uest will be sent to a standard UNIX designated port 
for an appropriate display. 

'lbe GKS provides for Locator, Re:}uest Pick, Buttons, stroke, 
Sample, and Event type inputs. All of these are supported by 
GFM. When a locator input is chosen, the GFM allows an 
applications process to specifY which of many echo types is to 
be used. 

Picture Editing 
GFM will support a stand-alone Grapllics and Text Editor that 
may be invoked either by a user directly or by a host 
process. If invoked by a host process, the Display Command 
List may be input to the host process as a set of graphical 
primitives in world coordinates defined by a specified 
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transformation. Pictures created with the Editor may also be 
stored in on-line storage for future recall by the user or by 
a host process. 

'Ibe G.rn allCMs for maintenance, and rnanagement of special 
graphical objects. Sane of these special objects will be 
strictly display oriented while others will be used for 
interaction. Symbols (graphical objects), with attributes to 
include color, reverse video, high-lighting, and blinking will 
be very useful in applications such as editing of 
rnulti-layered drawings which can be looked upon as a set of 
related canplex graphical objects. GFM will manage a library 
of syrnbols. 'Pürj of the objects can be utilized as Special 
"drag objects" to function as a "cursor" for positioning of 
the objects, with restrictions for position, scaling and 
rotating. 

Rubber Lines, Rubber Boxes, and Snap Grids are exarnples of 
other useful special objects. 'Ibe "Rubber Lines" are 
generally used as a cursor for placing a line on a display, 
while the "Rubber Boxes" alleM specification of a reetangle of 
user chosen size and aspect ratio on a display which can be 
useful in an easy selection of a "pick-window." 'Ibe "Snap 
Grids," containing spaced points, are useful for positioning 
of lines, icons, or other objects. 

GRAPH!CS SEGI'ENT 
EDITOR DATA DISPLAY 

WINDOW 
PARAMETERS 

W I NOOW PARAMS 
CURSOR POSITION 

FIGURE 3: Graphics Editing with "G.lli" 

Figure 3 depicts the graphics editing operation. For a 
picture editor to be truly useful, same oamplex picture 
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selection, Jrodification, and filing operations will also be 
supported by the GFM. For example, it will be helpful to 
applications if GFM could provide for selection, Jrodification, 
and filing of one or more picture segments within one or 
multiple "pick-windows" or throughout an entire drawing which 
may consist of many layers. Upon selection of picture 
segments the GFM would autamatically issue positive 
acknowledgements, by temporarily modifying the segment 
attributes such as color, as given by the applications 
program. 

USER INTERFACE CUS'KMIZATION 

With facilities for creation, deletion, combination, 
association, modification, and storage of special objects, GFM 
furnishes an effective means of custamization of user 
interfaces. Definiti0n and application oriented organization 
of various types of rrenus with appropriate borders and user 
acknowledgements, contributes rnost to user friendliness in the 
custamization process. 

Once defined, a menu may be displayed and activated with a 
cammand, which will have arguments to contain the menu name 
and the screen area in which it should be displayed. A GFM 
transformation will cause the entire menu to be placed within 
the designated screen area. Annotative text and symbols will 
be clipped as in a normal picture. Zoom and p:mning are not 
permitted for rrenus. Association of specific function buttans 
or text strings with the menu items is ebne at the time of 
menu item definition. If two menu items are associated with 
the same button or a text string, then the last specified item 
will be selectable. 

An interactive menu editor is provided for the modification of 
defined menus, to allow changes with user needs. This 
facility allows for creation, Jrodification, and deletion of 
menus, associated icons and action references. It is possible 
to concatenate frequently used corrnnands and associate them 
with a single new menu with user or application chosen 
attributes, such as background color and menu icon, and 
positioning. 

SUMMARY 

With the help of a comprehensive Graphie Functions Manager 
(GFM), the graphic' s independence of applications can be 
carried to much beyond what is intended by use of the "GKS." 
This paper has conceptually presented such a GFM package, 
which is being implemented by Terak Corporation of Scottsdale, 
Arizona, U.S.A. It is expected that a higher than "GKS" level 
of standard for management of graphics functionality will 
emerge as more experience is gained with GFM type software. 
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Also, with careful Jrodularization, the graphics functionality 
can be expected to rnove even closer to the end-devices and 
into silicon. 

To the extent the stated objectives of a GFM are irnplemented, 
graphics independence in applications packages can be realized 
for portability. And, prograrnmers can be expected to produce 
rnore to-the-need applications faster, with custanized user 
interfaces, at lower costs and greater reliability. 

Most of the concepts presented in this paper were developed 
during author' s employrnent with Terak Corporation. 'lbe author 
is grateful to Terak for its contribution to the interactive 
graphics, ~ allowing publication of the inforrnation contained 
in this paper, and Honeywell Information Systems for 
supporting preparation and presentation of this paper. Callie 
Fish of Honeywell deserves all credits for preparation of this 
rnanuscript on a very short notice. 
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The importance of providing user-oriented, effi
cient input to engineering programs cannot be over
emphasized. Most potential users are basing their 
decision - to use or not to use a program - on 
their impression of documentation and input only. 
Ovar the past two decades, or more, a series of in
put solutions was devised, beginning with the prin
ted data sheets using fixed formet, through program 
packages with unified input sheets, suites of inter
acting programs in which the results of the preced
ing programs were providing the input to the follow
ing ones, to problem-oriented languages with free 
formet entry. 
Each input solution was an improvement on the pre
ceding one but each had its own drawbacks. 
The integrated systeme, eet new high standerde for 
input facilities, but failed to fulfill the expec
tations in other areas because of their size and 
cost, voluminous usermenuals and-perhaps- chiefly 
because of the existance of vast numbers of FORTRAN 
application programs, thoroughly tested and well 
established within the design environment that 
could not be incorporated into theee systems. 
Input facili ties provided by the integ rated systems 
were - on one hand - a great attraction to the 
ueers, but - on the other - uneconomic to develop 
for ernaller programs. What more - they were outside 
the competence and interest of engineer-programmers 
who were the authors of most application programs. 
With the introduction of alpha-numeric and graphics 
terminale, the interactive dialogue is now accepted 
as the most convenient form of man-machins communi
ca tion. 
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An inte rast ing at tempt to develop program-indepen
dent input language and facilities for engineering 
programs was presented some time ago at the Insti
tution of Civil Engineers. It was ADL - "A Data 
Language" {Lim, 198~ with its Flexible Input Pack
aga. This was an important step in software design 
philosophy as it marks the beginning of input mo
dule independence of the host program. 
Another interesting solution of this kind is MIGS, 
Menu Input Generating System for FORTRAN Programs, 
presented at the ENGSOFT III Conference (l<ovacic, 
1983) • AIM, the Adaptable Input Module 1 presented 
here 1 follows in the same direction, though using 
different techniques. 

THE BASIC IDEAS 

The main problerne facing the authors and developers 
of engineering application programs are as follows: 
how to write-at economically acceptable costs-effi
cient dialogue input modules, for the following 
classes of problems: 
- existing ernaller batch input programs without 

problem-oriented language1 

- existing programs and systems with problem-orien
ted language1 

- newly developed problern modules, or "academic" 
p rograms wi th p rovisional input1 

- small micro-computer programs. 
The general requirements for friendly input dia
logue have been formulated by Jones in his "Four 
principles of man-computer dialogue" (Jenes, 1978). 
Interactive design programs present additional re
quirements. Design is a step-wise, hierarchical 
process, carried at several levels of detail. Ac
cordingly, the input module structure should pro
vide the possibility of dialogue at different le
vels. This means the provision of interrupts and 
returns from one level to another, in addition to 
echo generation, menu handling and input process
ing. 
From the programming point of view, an Interactive 
Dialogue Input Module should be - as far as possi
ble - independent of the host program structure and 
should communicate with this program by sets of 
data and decisions. In fact, the task of the input 
module is to supply the host program with data and 
decisions. This enables the input Module to be de
veloped and tested separately from the main prog
ram, which is particularly important when parts of 
a larger system are being developed in parallel. 
All the above requirements result in fairly compli-
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ca ted so ftwa re. 
The Interactive Data Input Model, developed at the 
Civil Engineering Faculty of the Technical Univer
sity of Warsaw and presented at the C.A.D. 84 Con
ference (Grodzki 1984) has as its aim: 
- to create a software tool, allowing the program

mer to develop cost-efficient dialogue input mo
dules, mainly by p re-developing program inst ruc
tions that are repeated many times in various 
sequences, depending on the purposes of the pro
grams, 

- to enable engineer-programmers develop dialogue 
input modules without outside help. 

The idea of the Nadel goss far in the direction of 
input module independence from the hast program. 

SHORT DESCRIPTION OF THE MODEL 

The idea of the Interactive Data Input Model is ba
sed on the theory of finite autometa and on obser
vation that only a few basic types of functions are 
used to manipulate the input data, e.g. read text, 
read integer, read real number check the record 
just read in, etc. 
Furthermore, these basic functions occur mostly in 
a few sequential combinations. 
The General Schema of the Model is shown in Fig. 1 
end the Organisation Diagram - in Fig. 2. 
The main parts of the Model are: 
THE PROGRAM STATE VECTOR. This is a very important 
part of the modal, as it defines the sequence of 
prograse throughout the entire input. The counter 
indicates the number of an element in the vector, 
which can contain either the number of the function 
to be activated or an argument of this function. 
The counter value is increased only when a given 
dialogue step has passed all the checke and has 
been released. 
THE BLOCI< OF FUNCTIONS • is the most important and 
most labour-consuming part of the modal to develop. 
Once the elementary functions are written and tes
ted, further work is much simpler. 
THE DATA FILES, which serve to store both the input 
data and organisation management data. 
The functioning of the modal in course of the dia
logue input consists in execution of functions, in
dicated by the PROGRAM STATE VECTOR. 
The functions contained in the BLOCI< OF FUNCTIONS 
(see Fig. 2) can be grouped as follows: 
- System functions to help the programmer in the 

implementation of the tnput module to a given 
application program or system. They are mostly 
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NF- PSV (I) 

Fig. 1. General 

I - Counter 

L S - no of PSV stetes 

PS V - program stete vector 

NF - function no 

FNE - octive fundien 

, 
I 
I 

-..I 

scheme of the Model 

of cont rol or informa tion kind: the con trol per
tains to the programmer~s input to given data 
files (see Fig. 2) and the information consists 
in listing the te~ts and the data. 

- System functions to help the user during the in
putting of the data of informative character1 

- Data manipulation functions, i.e. model functions 
at the disposal at the programmer, by menns of 
which he organises the input dialogue, and 

- problern functions 
The data files consist of: 
- relay record - containing information input by 

the user or that to be displayed to the userr 
- working record - se rving the pu rpose of s to ring 
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LIST OF CENTROL 
PARAMETERS 

LIST OF OUTPUT 
FORMATS 

Fig. 2. Organisation diagram of the Model 

partial information or automatically completing 
the input to the host program in cases this in
formation needs completing, 

- vector of parameters - storing the values of 
the decision variables on which the type of the 
record to be read depends, i.e. which branch of 
the dialogue to follow, 

- list of texte - to be displayed on the screen. 
- list of output records - containing data and 

decisions ready for transmission to the host 
prog ram, 

- list of problern words - occuring only in cases 
when the hast program uees a P.O.L., 



www.manaraa.com

2-52 

- list of controlling values - e.g. mnximum or mi-
nimum magnitudes of numbers ~hich are input. 

In order to adapt the HODEL to form 3 Dl/\LOGU::.: tiO
DULE, the application programmer has first to or
ganise the files and prepare the library of the 
functions mentioned above before stnrting to pre
pare the adjustments for a given applicaU.on prob
lern. 
This necessary preparatory ~ork has been done and 
is presented in the next paragraph. 

THE i(ERNEL tlODULE 

The implementation of the tiODC:L, discussed in the 
preceding paragraph, in the form of adaptable IN
PUT t'lODULES to engineering programs required the 
development of the ICERNEL t100ULE, which contains 
the part of software common to all application in
put modules. This software includes: 
- organisation of data files 
- a set of basic functions. 

Data files 
The I<Er~NEl t,10DULE includes the following data 
files: 
- program state vector - a vector containing ele

ment numbers, the counter, function numbers and 
their parameters, 

- list of texts to be displayed on the screen - a 
matrix storing the texts column- wise, as char
acter files, 

- list of constraints - two vectors containing the 
number of constraints tagether with their upper 
and lower values, 

- list of output formats - contains the number of 
formats and the list of formats column-wise, 

- list of problern words - a vector containing the 
total number of problern words and their list 
{when no problern words are input, this list is 
empty) , 

- vector of parameters - contains the values of 
parameters; it is automatically filled when the 
data is input by the user, 

- parameter counter - a vector to store the actual 
loop counters, controlled by the parameter val
ues, 

- table of output records - a matrix to store the 
output in character form, 

- relay records - input and output vectors, 
- working records - vectors used to store and to 

complete intermediate information. 
Since the output table is filled using full-length 
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(so- byte) records, the information is also trans
mitted in full - length records. 

Funct ions 
In accordance with the INTEP.ACTIVE DATA INPUT t10-
DEL, the KERNEL MODULE is fitted with the follow
ing function types: 
- basic functions - functions of fundamental char

acter such as: read number, copy, compare 
texte , which assure machins and compiler inde
pendence to the remaining functions of the MODEL. 
These are the only functions that need changing 
when implementing the module on different types 
o f computers •. 

System functions to help the programmer include: 
- listing of the programmer"s options, 
- listing of functions included in the module, 
- listing of constraint values, 
- listing of texte to be displayed to the user, 
- listing of problern words, 
- listing of output formats, 
- listing of the program state vector in explicit 

form i.e. giving the name of the function, its 
number and parameters, 

- the control of the input information. 
System functions to help the user. They include: 
- HElP function, giving additional information 

when re ques ted 1 
- listing of the output records, 
- control of data at the system level (depending 

on the type of the computer) ; this includes the 
check of type (INTEGER or REAL) , allowable mag
nitude and the number of digits, 

- listing of the actual parameter values, 
- repeating the last message, 
- jump to data blocke, input previously, 
- the way of signalling the end of a data block by 

the user, where no other means of control are 
possible. 

Model functions include the following groups of 
functions: 
- reading of the data (texte or numbers) , 

displaying the messages, questions or other in
formation on the screen, 

- control of data by setting of the constraint val
ues and parameters, 

- copying from one set of data to another, 
- modifications to program state vector counter, 

defining which function is actually active. 
The KERNEL MODULE is organised in such a way that 
an application programmer can insert functions con
nected with the data structure of the hoet program. 
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If the structure of the data is subdivided into 
blocks, each bleck can be given its own, local ste
te vector. 
The program state vector (global) treats then the 
data blocks as macro-functions. 
To adapt AIM to application programs, the progra~
mer has at his disposal: 
- the KERNEL MODULE, which enables the programmer 

to manage and o rganize the input, 
- the list of basic functions and subroutines serv

ing the manipulation of tho flow of data, 
- the prescriptions how to adapt the module to the 

hast program or system at hand. 
Using the documentation of the required input for 
a given new or existing program he prepares the 
input flow chart and - based on this - the necessa
ry data for the module: 
- the list of texts which will appear on the screen 

and prompt the user 
- the list of constraints max. and min. values of 

numbers 
- if the program has a problem-oriented language -

the list of problern words 
- if the host program input is in fixed format - a 

list of formats 
- the program state vector containing the pointers 

to the graph of the data input. 
All this werk is equivalent to no more than supply
ing the data to a program. 
In cases the binary form of program is only avail
able, the module produces a complete data file 
(graphic type) for this binary program. 
The module is fully portable as it is written in 
Standard FORTRAN. 

CONCLUSIONS 

AIM - An Adaptable Input Module is the implementa
tion of the Interactive Data Input Model. 
It provides facilities to fit an application dia
logue input module into existing or new programs 
and systems. It is independent of the computer and 
terminal devices. A fairly simple conversion only 
is needed to adjust it to any engineering-type pro
gram. The costs of writing a new dialogue input 
module are thus drastically reduced tagether with 
the time needed for this task. 
Adaptable Input Module is a direct help to the pro
grammers and - particularly to engineer-programmers. 
It is always advantageaus if engineers take part in 
program development-apart from writing the brief 
and checking the results. The proposed model makes 
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it possible for engineer-programmers to undertake 
themse lves t he development o f efficien t dialogue 
inpu t modules. 
The efficiency of the impler.~ented input for a Fi
nite Element Method program used by the students 
of our Civil Engineering Faculty - based on a san
ple of 2000 input cases - ~as found to by Gbove 
75% correct input at the first try on alpha - nu
merical terminale. J\fter introducing simple graph
ics cont rol this percentage went up to nea rly <JO;';. 
As the bleck of functions developed so far is ori
ented towards engineering applications, the module 
is at present engineer-oriented. The MODEL is how
ever more general and it is also possible to deve
lop a module oriented towards other applications 
by adding a nen set of functions: 

EXf.\l''lPLE 

The example, presented below shows the beginning 
of the input to F~AP, a well known Finite Element 
Prog ram. 
The constraints nt the level of the I(J:RNEL tlODULE 
have· been set depending on the type at computer: 

max. integer V8lue: 32767 
min. integer value: -32767 
max no of digits in a real number: 8. 

At the KERNEL level, the warning is also displayed 
when a real number has been input instead of an 
integer. 
The followina constraints were imposed for FEAP 
inpu t only: 

No o f nodes 2 Nt! 500 INT~GER 
No of elements 1 NEL 500 
No o f materiales 1 NOH 20 
No of dimensions 1 ND 3 
No o f de gs. o f 
freedom node etc.l r!DOF 6 

All kinds of mistaken numbers were input to show 
the reactions of the module. 

~ F E A P R E A D Y *
NAHE OF PROBLEM <MAX. 7S CHA~.) 
SPAtE FRAME 2 

-* lNITIAL DATA •
NO. OF NODES 
1 
*** NUMBER TOO 5MALL~ ( 2 **• 
551 
*•* NUHBER TOD LARGE, > 500 *._ 
32 
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NO. OF ELEMENTS 
3.5 
*** THIS IS NOT AN INTEGER *** 
•~* PLEASE REPEAT LAST ANSWER *** 

35 
ND. CJf HATERIALS 
0 
*** NUHBER TOD SKALLt < 1 *** 
1 
NO. OF DIMENSIONS CF' THE PROBLEM 
33000 
•u INTEGER TO LAR&E, GT. +32767 *n 
IIH PLEASE REPEAT L.AST ANSWER *** 

3 
HAX. NO. OF DOF P~R NDDE 
7 
*** NUHBER TOO LAR6E, > 6 *** 
6 
HAX. ND. OF NODES PER ELEMENT 
1 
*** NUKBER TOD SHALL, ( 2 *** 
2 
DOES ELEMENT NO. 5 EXIST? ? (0 - NO, 1 - YES) 

HELP 
USERS'S HE~P LIST ~ 

ON - PRINT MESSAGES 
OFF - SWITCH OFF MESSAGES 
LIST - PRINT OUTPUT FILE 
STOP - STOP THE PROGRAM 
WAll - END OF A DATA BLOCK 
EWD - END 0F PATA 
SO - RE5Ul1E 
? - PRINT ~AST HESSABf 

STOP 
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COMPUTING IN CONSTRUCTION 

Ian Hamilton, BSc CEng MICE 

CICA, Cambridge, U.K. 

INTRODUCTION 

The construction industry has been using computers 
since the arrival of the early valve driven machines 
in the 1950s. Most of the larger organisations had 
purchased their own mainframes by the end of the 
1960s and many others were beginning to use remote 
terminals via GPO lines to timesharing bureaux. By 
the mid 1970s a considerable nurober of good, well 
tried and tested programs had been developed by a 
variety of different sources for a variety of 
different applications. The industry, however, is 
highly fragmented consisting of a nurober of different 
professional and other groups. Each distinct group 
comprises of firms varying in size from one employee 
(plus dog) to several thousand. This paper attempts 
to outline ·the progress that has been made by the 
construction industry in using computers to meet its 
own many and varied requirements. 

CONSTRUCTION AND DESIGN 

To the outsider, construction is often seen as being 
carried out by men in donkey jackets, hard hats and 
muddy wellington boots. While this is a large part of 
the process, there is an equally significant amount 
of work carried out •at the drawing board' before the 
first spadeful of earth is excavated. This first 
stage, usually called the design stage and accounting 
for some 10% of the total cost, is where many of the 
significant decisions are taken. This can be put 
another way: the satisfaction or otherwise with the 
finished •product• is very dependent on how well the 
various professionals involved in design do their 
job. The end product of the design stage consists 
essentially of a collection of drawings, bills of 
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quantities and schedules which allow the contractor 
to submit a tender and, if successful, to build the 
project as planned. 

DESIGN 

It was at the design stage that the earliest 
applications of computers were made. Most of these 
were in the area of structural analysis. The 
computer's ability to perform large numbers of 
calculations rapidly enabled methods of analysis to 
be exploited whose mathematics had previously made 
them of academic interest only. It has been the 
development of these advanced methods of structural 
analysis that has made possible the des1gn of complex 
structures, such as many of today's large bridges and 
oil rigs. 

The numerical nature of structural engineering made 
the development of programs relatively 
Straightforward and attractive. Thus, most of the 
organisations big enough to be involved in using 
analysis programs developed other programs, 
particularly in the areas of concrete and structural 
steel design. 

The motorway programme started in the late sixties 
and, reaching its height in the mid seventies, gave 
further impetus to the development of civil 
engineering software. The calculations involved in 
planning mile after mile of motorway, including 
working out earthworks quantities, are tedious but 
repetitive. ~n ideal situation to let the computer do 
the work. 

GOVERMENT SUPPORT 

The public funding of motorway and other road schemes 
meant that considerable public resource could be 
devoted to both the develo pment of software and to 
insuring that it was developed to a high standard and 
also to meet the needs of all users. Perhaps the best 
known piece of software to emerge from this effort 
was the BIPS (British Integrated Programme Suite) 
suite of programs. This was a Government funded co
operative development carried out under the guidance 
of a team representing a variety of user 
organisations. 

The joint initiative of the then Ministry of 
Transport and parti cipating County Councils did 
much, not only to create a library of software, but 
to create expertise and generally further the use of 
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computers in engineering. It should be noted that 
most of this work was carried out using mainframe 
computers, usually 'owned' by a County Treasurer. The 
days of 'stand alone' mini computers, let alone 
today's micros, were still to come. It is not always 
appreciated that considerable use bad been made of 
computers by a large nurober of organisations long 
before such names as Apple, Commodore, Sinclair and 
Acorn appeared on the scene. 

COMPUTER GRAPHICS AND CAD 

The advent of minis and micros has brought computing 
within the reach of a large nurober of organisations. 
An equally important development has been the 
increasing availability of computer graphics. 

The ability of the computer to draw has been 
available since the late 1960's. Indeed, many of the 
highway design programs referred to earlier have been 
enhanced by the addition of graphics. To be able to 
'view' a three-dimensional model of a highway or 
bridge greatly improved the understanding of what 
could previously only be reliably represented by two
dimensional drawings. To the public at large, 
computer graphics is probably best known through 
computer games, e.g. 'Space Invaders', and its use in 
the artwork for many of the adverts appearing on 
television. 

However, a whole industry has grown up araund the use 
of the computer to draw. From its origins in 
Electronics and Aerospaces, computer drawing has 
expanded to be of considerable importance to all 
industries, including construction. This is now known 
as CAD, standing for Computer-Aided Design (or 
Draughting). In manufacturing, this is linked with 
CAM, or Computer-Aided Manufacture. Thus, this now 
major area if computing is usually referred to as 
CADCAM. Most industrialised nations recognised CADCAM 
as being essential to the competitiveness of their 
manufacturing base. As yet, however, numerically 
controlled machines and robotics have few 
applications in construction, so most of the activity 
here is in CAD alone. 

From the early caveman's wall paintings to the 
present day, drawings have been an essential vehicle 
for the communication of ideas between different 
individuals. To the Victorian engineers building 
railways and canals, the drawing was the legal 
contract document with both client's and engineer's 
signatures appearing on it. As with many other 
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aspects of progress, the volume of paper associated 
with a construction project has increased many times 
since the Victorian days. Thus, much of the work in 
the design of any project is in the production of 
drawings. In building work, as distinct from civil 
engineering, most of the drawings are produced by the 
architect. Thus, it is perhaps not too surprising 
that architects have become the first major group in 
building to invest heavily in CAD. At the moment, 
they have overtaken the civil engineers in making use 
of sophisticated computer techniques. The nature of 
much of the architects' drawing work means that the 
facilities of CAD can be used to good effect. Such 
things as repetition of detail and the frequent 
changes that occur when a project is 'on the drawing 
board' can be easily and speedily dealt with by the 
computer. 

Now most large and medium sized architectural 
practices have seriously considered using CAD, and 
many have invested in it. With the start-up price in 
the region of E 100,000, this represents a 
considerable departure for a group previouslly unused 
to investing in capital equipment. It has been said 
that some clients now consider the possession of a 
CAD system as part of an architect's suitability to 
be given work. 

While one or two CAD systems have been developed 
specially to meet the needs of building design, the 
majority on the market have their origins in other 
industries. It is interesting to note that a few of 
the latter group of vendors have taken Construction 
very seriously as a market place, and at least one 
has achieved some very good results. This is very 
much a growth area and one of continuing and 
interesting development. 

To the Building Services Engineer, CAD holds great 
interest, traditionally dependent upon the 
architect's drawings on which to superimpose his 
layouts of pipes, etc.,. Any change on the 
architect's part has to be taken into consideration; 
CAD provides a very powerful system of overlays which 
allows changes by either party to be checked quickly. 
The major pay-back from services work will, however, 
come with three-dimensional service modelling. Much 
of the use of CAD until very recently was of a two
dimensional nature. As the technique has gained 
acceptance, however, considerable advances are now 
being made in the more difficult, but extremely 
valuable, area of three-dimensional service 
modelling.In buildings such as hospitals, services 
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can account for 40-50% of the construction costs; 
thus a system which enables the designer to produce 
optimum design will show considerable savings. 

The drawings having been produced (with or without 
C~D) , the task of producing detailed bills of 
quantities and schedules falls to the Quantity 
Surveyors. Usually Operating as separate firms, 
quantity surveyors are very much the cost accountants 
of building work. Much of their tqsk requires the 
extraction of information which should appear on the 
drawings. Considerable use is now made of computers 
to do the word processing and computational side of 
document production. However, any direct, useful, 
link with C~D systems has still to be developed. ~n 
effective half-way stage using the electronic drawing 
board part of C~D systems is now in use. This allows 
information on drawings to be measured and input 
directly into a computer program for the production 
of bills of quantities. 

CONSTRUCTION 

The Contractor is on the receiving end of the 
drawings and other documents produced by architects, 
engineers and quantity surveyors. He has to submit a 
price for the job and, if he wins the contract, carry 
it out and make a profit. Most of the major firms of 
contractors have been using computers to handle the 
financial side of their activities for some time. As 
with design, the advent of the mini and the micro has 
stimulated the interest of medium and small firms. 
Accounts, and in particular integrated accounts, is 
usually the first priority. The need to keep track of 
labour, materials and plant is vital to the con
tinuing well-being of the firm. Much of the 
contractor's computing activity is office based, yet 
great benefit could be obtained by recording infor
mation on site when and as events take place, rather 
than days or weeks later, when records are processed 
at head office. The immediate demands of happenings 
on site are not always compatible with sitting down 
to record them at a computer terminal; the environ
ment is totally different from the design office. 

However, interesting possibilities are beginning to 
arise. The use of sophisticated input devices using 
techniques such as video cameras coupled with pattern 
recognition can, by focussing on a tower crane, 
record directly materials handled by the day. While 
the use of these techniques is still at the research 
stage, the basic methods themselves are becoming 
increasingly robust. 
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~RTIFICI~L INTELLIGENCE 

Those who follow computing in general will be aware 
of the reaction caused by the Japanese Government's 
announcement of their 'Fifth Generation' computer 
programme. One of the main outcomes ofthiswill be 
computers that have some forms of reasoning or 
·~rtificial Intelligence'. Our own UK Government has 
responded by launehing the ~lvey Programme, guided by 
the Department of Industry. Using existing computers, 
it is possible to develop 'Expert Systems'. The basic 
function of these is to encapsulated knowledge in 
such a way that it can guide non-experts in solving a 
problem. One of the more publicised areas of 
application is in the field of medical diagnosis. 
Here, the knowledge of experts has been embedded in a 
computer in such a way that qualified, but less 
specialised practitioners can draw on this easily in 
helping them to make their own diagnosis. Many 
similar, yet perhaps simpler, applications could be 
found in construction, for example fault diagnosis of 
mechanical plant, or the interpretation of the 
Building Regulations and other rules. 

CONCLUSION 

In many respects we are now entering a period of 
reality in the use of computing. Many previous dreams 
are now capable of fulfilment, or at least the 
reasons why they must remain dreams are better 
understood. Computing techniques and industr ial 
awareness and acceptance are now well matched. 
Inevitably, there will still be 'overselling' of some 
techniques, but there is a growing body of experience 
to counteract this. The computer is now established 
as a useful tool for the Construction Industry. The 
future success of the Industry, both at home and 
overseas, may be, at least partially, dependent on 
its ability to continue to develop its use of 
computing. 
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FINITE ELEMENT ANALYSIS OF DEEP FOUNDATIONS SUBJECTED TO UPLIFT 
LOADING 

Claudio F. Mahler and Aureo P. Ruffier 

COPPE/UFRJ-Coordination of Postgraduate Programmes in Engineer
ing, Rio de Janeiro, Brazil 
CEPEL-Electrical Energy Research Centre, Rio de Janeiro, Brazil 

1. INTROOUCTION 

The study of foundations subjected to pull-aut forces has been 
developed very much in the last years in Brazil. The necessity 
of transmission towers, self-supporting and guyed, with greater 
dimensions, is basically a product of a possible future growing 
demand of electrical energy in the great urban centres. Allied 
to this, there is more potency transmitted per line. As this 
power, in Brazil, comes from far locations, like Itaipu for ex
ample, a secure and economical design for each tower will avoid 
extra costs. 

The usual procedure for estimating pull-aut resistance of deep 
foundations was developed for sedimentary soils. However, in 
Brazil the great majority of transmission towers are founded on 
residual soils. The experience has shown that there is a lack 
of knowledge about such phenomena in residual soils. In this 
paper, there is an attempt to advance a little more in the un
derstanding of the phenomena and to furnish a good tool to make 
new investigations, on the behaviour of pier foundations under 
pull-aut forces. 

Several cases of full-scale tests which had been performed (Ba
rata et alii, 1978) in a residual soil near Rio de Janeiro are 
examined. 

The traditional methods have been investigated but only results 
obtained using the formulationproposed by Martin (1973) are pre
sented. Only this method was really developed for pier faunda
tians pull-aut resistance. 

However, the intention of this study is not only to verify the 
failure load, but to observe the behaviour of the whole soil
structure system. So it was necessary to adopt another method, 
different from that usually used in designs. The F.E. Method 
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was adopted. The developed programme uses an incremental-iter
active formulation to simulate the pull-out load tests. Joint 
elements were used for the soil-structure interaction and axi
symmetric elements for the soil and the pier foundation. Soil 
non-linearity and plastification were taken into account. In
teresting results have been obtained about the behaviour of the 
whole system. The comparison of the results obtained with field 
measurements suggests that the proposed solution can be used in 
predictions of the pull-out resistance of similar foundations. 

2. METHOD OF ANALYSIS 

Incremental -I teractive Approach 
Consider a solid body surrounded by a non-linear soil mass. The 
model idealized to represent this described system will present 
two different components: the soil and the structure. Inter
face will be called the contact between both components. 

When load increment is applied to the soil-structure system the 
tendency of separation between soil and structure is expected 
due to their different stiffness characteristics. 

Finite deformation should be included into the formulation in 
order to accommodate the relative large displacement involved, 
however infinitesimal displacement and joint elements were 
adopted as an alternative approach. Based on the fundamental 
energy equation and following the usual finite element proced
ure one reads 

Ku - R 0 Equation 

the well known finite element equation which represents the 
equilibrium equations for static boundary conditions where 
K the stiffness matrix 
u the displacement vector 
8 vector of n·odal forces 

Material non-linear effect was incorporated by adoptingthe in
cremental -iteractive Newton-Raphson procedure. Foreach incre
ment (or general iteraction) equation (1) may be transformed to 

m+1 
u 

where 
mK - tangent stiffness matrix 

m 
F 0 

m.;:1 
u - vector of displacement increment 

m[ - out of balance force 

Equation 2 

m - represents the m increment or general iteraction. 

The initial stress state necessary to initialize mK is evaluat
ed using the "gravity turn on" process where the calculated dis
placements are neglected. 
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As the pier foundation is surrounded by a cohesive over-consol
idated soil, the excavation effect was not taken into account. 
Also the simulation of the pier foundation concreting was not 
considered. 

Re-writing equation (2) in a more convenient form leads to 

where 

m i-1 
K 0 

m m increment 
i i interaction 

mR m - external load increment 

mFi-1 - i-1 - balanced load for the m-increment 

and 

m i-1 
F -J:~ ACT d volume 

V 

Equation 3 

Equation 4 

initial linear strain displacement transformation 
matrix 
vector of incremental stresses 

m m i-1 
The difference R - F represents the out of balance force 
for the incremert m and interaction i-1. 

Convergence Criterion 
The convergence criterion is defined 
criterion, and is represented by the 

II ui 1!2 ~ Cd 
II mui II " 

2 
n 

where 
n number of degrees of freedom 

based an the displacement 
following equation 

Equation 5 

Cd represent the tolerance and is defined by the program 
user 

i m i u and u - are as already defined in this report. 

In this report, the analysed problems (presented in future sec
tionsl required five average iteractions to converge to the 
adopted tolerance ( &d= 10-4), where a VAX 11/780 computerwas 
used. 

Adopted Elements 
The 4CST element was used to simulate the soil and the struct
ure. The good performance of this element for axisymmetric 
problems was checked again. 

The joint element (Goodman, 1976) was. used for the interface. 
In spite of this element baving bsen developed for jointed 
rock, it has sbown a very good performance in the present study. 
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Two kinds of movements are presented in the joint element (Fig
ure 1). These movements can be 61multaneous. 

Material Non-linearity 
The non-linear,stress dependent stress-strain characteristics 
of the soil were considered. For this an hyperbolic stress
strain relationship (Duncan & Chang, 1970) was adopted and used 
to obtain the tangent value of Young's modulus. The tangent 
value of Poisson's ratiowas obtained through an exponencial 
formulation [Lade, 1972), although, in most cases, it was main
tained constant. 

For the interface, the value of ks, tangential stiffness of the 
joint changes with stress and strain in the following manner: 

where 

k 
s 

c+Vntan0 

tr 
c cohesion or tangential stress forUn= 0 
0 friction angle 
V. - normal stress 
tn tangential strain 
1 

The value of kn is maintained constant in this study. 

Failure/Plastification 
For both elements two failure criteria were adopted: 
al Mohr-Coulomb 
bl Traction limits. 

Equation 6 

For the 4-CST element, in both cases, once it fails, the pro
gramme adopts a really low value for the tangent elasticity 
modulus. For the joint element ks and kn are put equal zero. 

3. PARAMETERS DETERMINATION 

The field tests were done in a plateau situated on a hill near 
Rio de Janeiro. The site consists of a layer of tropical/resi
dual soil, mature, originated from a gneissie rock with some
thing like 2.5 m depth, superimposed to a less weathered layer, 
very thick. The water table was not reached by sounding until 
15 m in depth. 

The in-situ tests consisted of a series of pull-out essays in 
pier foundations and footings [Barata et alii, 1978). Forthis 
study only five pier foundations are reported, two being with 
enlarged base (P1 and P3) and three without enlarged base [P4, 
PS and P6l. The least distance between the piers is about 8.5 
m. The dimensions from them and the depth of the first layer 
in each case are shown in Figure 2. 

The adopted parameters were obtained from laboratory tests [Ba-
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rata et alii, 1978) and from backwards analysis of plate load
ing tests (Werneck et alii, 1979) and from pull-aut load tests 
(Barata et alii, 1978). Their determination is well described 
by Ruffier (1985). The parameters here used are presented in 
Tables 1, 2 and 3, for the interface, soil and pier foundation, 
respectively. The method of determination of the hyperbolic 
parameterscan be seen by Duncan & Chang (1970). 

The value adopted for kn has the finality to avoid an interpe
netration of two neighbouring elements. 

TABLE 1 PARAMETERS ADDPTED FDR THE INTERFACE 

Upper Layer Inferior Layer 
k (MPa/ml 

1000000 1000000 cRormal stiffnessl 
k (MPa/ml 
d~angential stiffnessl 

500 500 

c (MPal 
0.044 0.035 (cohesionl 

0' (degreel 
18.9 20.3 

(friction angle) 
vadm (MPal 

0.1 0.1 (admissible tensile) 

TABLE 2 SOIL PARAMETERS 

Upper Layer Inferior Layer 
( (kN/m3] 

16.5 18.0 (unit weightl 
c (MPal 
(cohesionl 0.029 0.023 

0 (degree) langle of 
internal frictionl 27 29 

K 600 350 

n 0.52 0.50 
Hyperbolic 
parameters Rf 0.75 0.85 

K ur 900 590 

V 0.4 0.4 (Poisson's ratio) 
ER (MPal 

(resid':!.nl Young·smodulus 0.1 0.1 

G"adm (MPal 0.1 0.1 (tensile stressl 
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TABLE 3 CONCRETE PARAMETERS 

r (kN/m3J 25 
(unit weightl 

E (MPa) 2.1 X 104 
(elasticity modulus) 
')) 0.20 

(Poisson's ratiol 

4. NUMERICAL EXAMPLES 

Five cases of pier foundations subjected to uplift loading have 
been simulated by the described method. 

Two meshes have been used in the Finite Element Analysis and 
are presented in Figure 3. One represents a pier foundation 
with enlarged base and the other without enlarged base. 

One difficulty in analysing the infinite boundary surface prob
lern by F.E.M. is an adequate choice of the limit boundary sur
faces. A study about the boundary influence has been made. 
The only ones presented are the final satisfactory meshes. 

To simulate the up-lift process, a 25 
load has been chosen. 

kN constant increment 

The plastification process initiates at the base of the pier 
foundation and propogates, element by element, along the shaft 
towards the surface. For the pier foundation with enlarged 
base, the soil plastification initiates at the extreme lateral 
point of the base and propagates until a certain vertical por
tion on the soil mass. 

For both kinds of pier foundation, the plastified surfaces (de
fined by the same level of failure displacementl have been not
iced to develop along the shaft of the pier foundation. This 
prediction is also in agreement with the field observations. 

The comparison between the predicted and observed ultimate re
sistance is displayed in Table (4). Good agreement can be not
iced. 

Finally, the predicted and observed displacement versus up-lift 
force are presented in Figures 4 and 5. Again, reasonable agree
ment can be seen. 
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TABLE 4 - PULL-OUT RESISTANCE AT DIFFERENT PIER FOUNDATIONS 

Pier P1 P3 P4 PS PB 

Field 217.5 106.0 151.0 97.5 95.5 
Test 

r-----

Martin (1973) 209.5 102.5 85.7 85.8 32.3 
(96.3%) (96.7%) (56.8%) ( 88.0%) ( 71.0%) 

F.E.M. 1 85.0 97.5 115.0 110.0 50.0 
(85.1%) (92.0%) (76.2~>1 (112.8%) (109.9%) 

Units: N x 1 05 

5. CONCLUSIONS 

The finite element method has been applied to analyse the be
haviour of pier foundation subjected to up-lift force. Two 
kinds of pier foundation, one with enlarged base and another 
without enlarged base, have been considered to investigate the 
displacement'field, the failure load and the shape of failure 
surfaces. 

The displacement field and the failure load predicted by finite 
element have shown a good agreement with the measured results. 
Also the average failure load has been shown to be equivalent 
to the one obtained by Martin (1973). 

The predicted shape of the failure surface which develops along 
the pier foundation shaft has agreed very well with the observ
ed one. It is shown clearly that the failure process starts 
araund the pier foundation base and moves, element by element, 
towards the surface. 

The performance of the joint element to analyse axisymmetric 
deep foundation by means of F.E.M. has been shown to be quite 
adequate. The main influence an the uitimate up-lift force has 
been shown to be provenient from the lateral friction an the 
pier foundation. 

Finally, the finite element programme developed in this report 
has proved to be a very strong computation option to be used as 
an instrument for research and engineering design. 
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THE USE OF COMPUTERS FOR THE STABILITY ANALYSIS OF NATURAL 
SLOPES AND EARTH DAMS UNDER EARTHQUAKE CONDITIONS 

A. Calvaruso, G. Seller and R. Trizzino 

Engineering Faculty, University of Bari, Italy 

INTRODUCTION 

Although increased use of electronic computers for stability 
analysis of slopes, both natural and artificial, has been 
made over the last 20 years, calculation techniques more 
accurate than in the past are still very rare in soil engineer
ing practice. The methods of slope stability analysis usually 
utilized (for example, the Fellenius method and others 
similar) are greatly simplified by assuming a regular shaped 

slope and circular failure surfaces, and neglecting the 
effective interslice stresses. Under earthquake conditions 
the evaluation of the stabili ty of natural slopes and earth 
dams is particularly arduous, so that the aid of an electronic 
computer becomes essential. 

Nowadays, as sophisticated and cost effective computer 
hardware back up the soil engineer, the main problern is 
to develop a sui table base software. The method presented 
here provides a reliable design technique for simple and 
rapid application to various safety problems of embankments 
and earth dams located in highly seismic areas, computing 
the critical seismic acceleration of the slope. 

PRINCIPLES OF THE METHOD 

The calculation method is based on the stability analysis 
of embankments and slopes proposed by Sarma (1973). A pseudo
static analysis is therefore carried out. As a matter of 
fact, a seismic force produces on the slope a set of stresses 
and strains that vary from point to point and from time 
to time; therefore · the most complete and correct approach 
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to the problern undoubtedly consists in a dynamic analysis 
which, starting from a design accelerogram and taking into 
account the non-linear soil behaviour, provides continuously 
the actual distribution of accelerations and shear stresses 
for each particular point of the soil mass. Howeve~ the 
application of the Finite Element Method (FEM) proves to 
be very arduous and expensive even with the aid of an electronic 
computer, as it re quires soil characteristics to be more 
exactly known, that is often very difficult to obtain. 
Hence, increased use has been made of the methods known 
as "pseudostatic analyses"; they simulate the seismic stresses 

- varying wi th time and space - through a set of horizontal 
forces constant with time and having the same value in each 

point of the soil mass. 
So, as reported by Seed (1979), it is assumed according to 

Terzaghi (1950) that: "An earthquake with an acceleration equi
valent K produces a mass force acting in a horizontal direction 
of intensity K per unit of weight of the earth". The seismic 
force is thus simulated by a horizontal force acting on the cen
tre of gravity of the sliding mass towards the instability: 

S=KW (1) 
where W is the total weight of the mass. Starting from the prin~i 
ple of limiting equilibrium, the "critical acceleration" is de
fined as the minimum value of the equivalent seismic acceleration 
that is required to bring the soil mass, bounded by a potential 
slip surface of any shape , and the ground surface to a state of 
limiting equilibrium. 

Formulation 
It seems useful to report here the formulation given by Sar

ma (1973) for a better comprehension of the calculation program 
presented here • With reference to Figure 1, the potent
ial sliding mass is divided into N vertical slices. The forces 
acting on the ith slice are shown in the figure. Since just be
fore failure the whole mass must be in equilibrium, considering 
the vertical and horizontal equilibrium of the ith slice one ob
tains: 

Ni•cos(Ai)+Ti•sin(Ai)=Wi-DXi 
Ti•cos(Ai)-Ni•sin(Ai)=K•Wi+DEi 

(2) 

(3) 

If we assume that there are no other external forces acting 
on the free surface, it must be: 

l.'DEi=O 
l.'DXi=O 

{4) 

{5) 

According to the limiting equilibrium concepts, under the 
action of the force S=KW the complete shear strength of the soil 
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Figure 1: Forces acting on a single slice. 

Hi 
Li 
Ai 
Ami 

xi,yi 
XG,YG 
K 

Si 
Ni 
Ti 
Pi 
Pmi 

Ui 
Xi 
Ei=E'i+Pi 
\1/i 

\II 

Gi,Ci;Fi 

=Height of sliding mass at section i 
=Breadth of slice i 
=Angle made by slip line d-c with the horizontal 
=Average inclination of the slip surface at 
section i 

=Coordinates of mid point of base of slice i 
=Coordinates of centre of gravity of sliding mass 
=Seismic acceleration 
=Seismic force 
=Normal force at base of slice i 
=Shear force at base of slice i 
=Resultant water pressure on section i 
=Resultant water pressure on the middle section 
of slice i 

=Resultant pore pressure at base of slice i 
=Shear force on section i 
=Lateral thrust on section i 
=Weight of slice i 
=Total weight of the sliding mass 
=Geotechnical parameters of single soil stratum 
at section i 

Gmi,Cmi,Fmi =Average geotechnical parameters along section i 
Fsi,Csi =Average geotechnical parameters at base of 

Rui 
Rumi 
FL 

slice i 
=Pore pressure ratio on section i 
=Pore pressure ratio at the middle of slice i 
=Local safety factor 
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along the potential sliding surface is mobilized. Thus the fac
tor of safety becomes equal to 1 and the coefficient K will re
present the requested critical acceleration Kc, expressed as a 
fraction of the acceleration of gravity. According to the Mohr
Coulomb failure criterion, in terms of effective stresses the 
shear force acting at the base of the slice is: 

Ti=(Ni-Ui)·tan(Fsi)+Csi·Li·sec(Ai) (6) 
The total pore pressure U at the base of the slice may be ex

pressed by the pore pressure ratio Ru (Bishop and Morgenstern, 
1960): 

Ui=Rumi•Wi-sec(Ai) (7) 

Considering the complete equilibrium of the whole mass and 
satisfying the moment equilibrium about the centre of gravi ty 
of the sliding mass, one obtains the resolut ·c ve equations: 

where 

~DXi •tan(Fsi-Ai)+~Kc·Wi~Di (8) 

~DXi · ((yi-yg) •tan(Fsi-Ai)+(xi-xg)) = 
= ~Wi• (xi-xg)+1:Di· (yi-yg) (9) 

Di=Wi·tan(Fsi-Ai)+(Csi•Li·cos(Fsi)
-Rumi•Wi·sin(Fsi))sec(Ai) /cos(Fsi-Ai) (10) 

The quantities at the right-hand sides of equations (8) and 
(9) are known. If it is possible to find a set of X forces that 
satisfy those equations, the only unknown remains the critical 
acceleration Kc and the problern is completely defined. It has 
been found (Sarma, 1973) that the following definition gives sa-
tisfactory results: 2 

Xi=Afi((Mi-Bui)•Gmi•Hi · tan(Fmi)/2+Cmi·Hi) 
Ei= Mi·~mi•Hi2/2 

(11) 

(12) 
where Rui,Fmi,Cmi and Gmi are the weighted average values along 
the vertical section i, by means of which the non-homogeneity 
of the mass can be taken into account; Mi is a coefficient depe~d 
ing on the geometric and physical pattern of the sliding mass 
and expressing the relationship between the horizontal and ver
tical stresses; fi is a number to be selected depending on the 
degree of mobilization of the shear strength along the vertical 
section i. It is usually assumed to be equal to 1. Then it follows: 

DXi=A(Xi+1-Xi) (13) 
By substituting equation (13) in equations (8) and (9), one 

obtains two simultaneous equations with two unknown: A and Kc; 
thus a unique solution is obtained. Such a kind of analysis is 
very general and applies to the most varied situations, as no 
assumptions have been made about the shape of the failure sur
face nor about the mechanical and geometrical features of the 
soil mass. 
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THE COMPUTER PROGRAM 

The program allows a stability analysis of any kind of slope to 
be performed by means of simple algorithms; the method present
ed above provides a complete analysis, even if more sophisticated 
finite element techniques are not utilized; among other things, 
these require a storage capacity not always available on personal 
Computers. The program has been drawn up with BASIC on a HP-86B 
personal computer. 

The main effort was to obtain a very versatile tool that could 
be easily used avoiding every possible error. Therefore, a set 
of error messages has been introduced, in order both to avoid 
obtaining wrong results, having wrongly interpreted the situa
tions to be analysed, and to lead the operator to the step in 
the program where the error is located. Figure 2 shows the flow
chart of the program. 

Geometrical characteristics of the soil mass are described 
through a series of lines that are the projections of the deli
miting surfaces on the plane, i.e.: 

ground surface 
piezometric surface 
slip surfaces 
surfaces separating soil portions having different physical 
characteristics. 
Non-homogeneity of the soil above the siip surface is thus 

taken into account by singling out well defined surfaces delimi
ting areas which are innerly homogeneous, according to a simplifi
ed model that is often assumed in all engineering branches. 

The program approximates each of the above-mentioned lines 
to a piecewise-linear. The chosen representation has been seen 
to best fit in describing both anyhow complex situations and 
localized non-uniformities; moreover, it is very easy to be treat
ed as input and more controllable than higher order curves are. 
Therefore, the geometrical characteristics of surfaces are intro
duced as data files, by giving, for each of them, the number of 
the points of the piecewise-linear and the x,y-coordinates of 
each point in a fixed reference system. Although it is evident 
that a slip can take place only downwards, the computer notices 
an ambiguity about the acting direction of instabilizing forces; 
therefore, it has been necessary to provide it with this infor
mation, by fixing the positive y-axis downwards in the reference 
system and letting the slip take place between the two extremes 
of the failure surface towards the one of higher y-coordinate. 
No condition is required for x-axis.Number of points assigned 
for each surface can be various, but not smaller than zero (for 
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START FOR 1•1 TO NA 

CALCULATE 
Effi , X(Il, FLUJ 

NE XT I 

FOR 1=1 TO NA•! 

PR INT 
x(IJ , y!Ul , Y2Ul 
H(l) , p(l) , Ru(l) 

PR INT 
W XG,YG 

Kc 

FOR 1=1 TO 

PR INT 
X(l) , E(l) 

NE XT 

li'igure 2: 
Flow-chart 
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example, this may happen when data are wrongly entered). For 
piezometric surface only, a number of points equal to zero means 
absence of water. For all other surfaces such an assignment ge
nerates an error message. When only one point is given, the pie
cewise-linear is assumed to be conventionally coincident wi th 
the horizontal line through that point. 
A suitaole subroutine., rearranges the given points in accordance 
with increasing X-coordinates; the requested surface will be 
identified by the piecewise-linear joining the points in the 
order specified. The two extreme portions are extrapolated to 
infinity beyond the first and last given points. The result of 
these operations may be regarded as a x-function, where only one 
y-value corresponds to each x-value. It would thus be impossible 
to represent surfaces that are vertical or reentrant and having 
two or more y-values for one x-value (Figures 3 and 4). This 
can be avoided by a simple trick in data assignment. To represent 
a vertical surface, two points are given having X-coordinates 
very little different from each other. In order to obtain an 
exact representation, it must be remernbered that the points are 
re-ordered by the program according to increasing X-coordinates; 
therefore, a different statement might produce a wrong represen
tation, as shown in Figure 3. Another trick can also be used 
when folded layers or suspended lenses are present inside strata 
with different characteristics. For example, the situation shown 
in Figure 4 can be solved by regarding the two parts of the fold
ed layer as two distinct layers with the same geotechnical cha
racteristics; as it can be observed from the figure, the two real 
layers become four dummy ones, having the same properties two 
by two. As the separating surfaces must anyway be defined along 
the whole length of the section that is analysed, the dummy sur
faces -where useless- can be kept coincident, so characterizing 
layers of height equal to zero: the program, infact,excludes such 
strata from processing. The same method may be used when a sus
pended lens has tobe represented (Figure 5). 

In the representation of coincident surfaces it is necessary 
to take care to do it in such a way that they coincide without 
ever intersecting each other; when this occurs there is an error 
message. To avoid this, it is best to represent such surfaces 
assigning them exactly the same points. The geotechnical charac
teristics of the various soil strata can: be represented simply 
by giving only three parameters, that can easily be obtained in 
a soil mechanics laboratory: 
- unit weight (G) expressed in kN/cubic meters 

cohesion (C) expressed in kPa 
internal friction angle (F) expressed in sexagesimal degrees. 
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Figure 3: Vertical surface representation. 
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Although the International System (SI) has been adopted, it 
is possible also to use other units slightly modifying the pro
gram. After reading the geometrical and geotechnical characte
ristics of the various strata, the computer reads data relative 
to the bedrock, where this may be located. For each separate 
slice in which the soil mass has been subdivided, the soil strength 
along the slip surface is expressed as a function of the geotech
nical parameters of the strata which contain that surface . If 
in a single slice different strata are intersected, the computer 
calculates the average values of the effective shear strength 
parameters along the slice, producing a weighted average propor
tionally to the length of each segment intersected. In such a 
scheme it is also possible to take account of the presence of 
joints, representing them as very thin strata, having geotechnical 
characteristics which are average in those of the materials con
stituting the joint. If the slip surface lies exactly along a 
joint, it is necessary to be careful not to give it a zero thic~ 
ness, but it is necessary to assign a minimal thickness doing 
it in such a way that the slip surface will be at each point 
completely contained inside the joint, without reaching its edges. 

As is often the case in the normal practice, there is a need 
to consider cylindrical circular slip surfaces (for example, 
searching for the critical circle); tobe able to assign such 
a surface, in the computer program a double possibility has been 
anticipated by means of an alphanumeric flag: the piecewise
linear will be assigned by inserting in the data the alphanumeric 
value "S" or, alternatively, one could assign a circle giving 
the value "C" to the flag. In this case the input parameters 
more sui table both for the operator and the computer are the 
two points at which the slip surface intersect the ground sur
face and the radius, the latter as form factor. The centre coo~ 
dinates will be automatically calculated. It is so possible 
to analyse an infinite number of surfaces, both circular and 
non-circular, by introducing the required number of surfaces as 
a datum followed by the chosen alphanumeric. This allows us to 
isolate the critical slip surface under earthquake conditions, 
that is ,the surface in which the minimal value of the critical 
acceleration is found. For both types of surface the fundamental 
parameters are the initial and final point, that is,the only two 
points in which the surface meets the ground surface. To identify 
them it is sufficient to assign their x-coordinate, because the 
y-coordinate is automatically fixed by the program at the ground 
surface. After this the other parameters of the surface are spe
cified: the radius for the circle, the Coordinates of other points 
for the piecewise-linear. 
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Finally, for each particular slip surface the number of slices 
in which one intends to subdivide the soil mass has to be assigned 
The computer automatically adds these the sections corresponding 
to each particular point assigned for the slip line. Therefore, 
if there are very irregular local condi tions -in the slip 
surface as well as in the ground surface- to carry out a correct 
analysis it is enough to increase in those zones the number of 
Subdivisions simply by assigning the coordinates of the projection 
of these points on the slip surface. 

At this point the program goes on calculating the quantities 
in equations (8) and (9), taking into account the different cha
racteristics of the layers concerned, as shown in the flow-chart 
(Figure 2). By solving the two simultaneous equations, the value 
of critical acceleration for each slip surface will be obtained; 
then the computer automatically repeats calculations for the 
next surface. Moreover, the local factor of safety (FL) is cal
culated for each section. It is defined as: 

FL=((Ei-Pi)·tan(Fmi)+Cmi·Hi)/Xi (14) 
The solution is acceptable if FL~1 is obtained in most sections. 
Otherwise the operator can enter the program by modifying the 
value of fi in equation (11) through an input; then the ca1cula
tions are repeated and a new value of Kc is obtained. As already 
stated, the critical surface is that for which the minimum value 
of Kc is obtained. Reducing by a known quantity the strength 
parameters of the material along the slip surface so recognized 
and calculating the corresponding Kc, i t is then possible to 
obtain the value of the static factor of safety, as that which 
gives Kc=O, i.e. absence of earthquake force. 

Error messages 
As we have just seen, the most important thing is to outline 

with the maximum accuracy the actual features of the slope. To 
this end some error messages have been introduced into the com
puter program to avoid obtaining unreliable resul ts due to a 
wrong data assignment without knowing it. The list of the error 
messages is as follows: 

NUMBER OF POINTS FOR GROUND SURFACE IS WRONG. This means that 
the operator has assigned a number of points sma1ler than one 
:for the piecewise-linear o:r the gPound sur:face; m: i t i;s un
defined. There are similar messages for the surfaces separat
ing different strata, with the indication of the exact surface, 
that allows a quick discovery of the error. Only for the pie
zometric surface a number of points equal to zero means water 
table absence. There is an error message only when the number 
of points is smaller than zero. The same happens for the slip 
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surface:because having anyway assigned the first and last point, 
only a number of picewise-linear points smaller than zero leads 
to wrong results. 

- UNIT WEIGHT OF LEVEL Il IS WRONG. It means that the computer 
has read for the unit weight of a stratum a nurober equal or 
smaller than zero. As this variable is often put in the deno
minator of a function, this condition could lead to a "warn
ing" from the computer without knowing where and why. For the 
internal friction angle F and the cohesion C there is no error 
message even if they are smaller than zero, because this does 
not lead to a stop of the program. Of course, also in this case 
negative values will lead to unrealistic resul ts, so i t is 
necessary to be very careful with data entering. 

- AMBIGUITY. FOR x= •.• : Y=··· AND Y=···· This means that for a 
single value of x-coordinate more than one value of y-coordi
nate have been assigned. It is also pointed out the surface 
for which this occurs. As above shown, this fact is unacceptable 
for the computer program. It is allowable only for the initial 
and final point of the slip surface, because calculating the 
true y-coordinate of such points the computer ignores any other 
assignment. 
FIRST AND LAST X-COORDINATES OF SLIP SURFACE no •.•. ARE THE 
SAME: SURFACE IS UNDEFINED. In fact, it would be reduced to 
a single point. 

-SLIP SURFACE no •.•• TYPEIS WRONGLY ASSIGNED (# C,S). The alp~a 
numeric datum identifying the slip surface type is other than 
"C" or "S". This kind of error could also arise from a wrong 
data arrangement that leads the computer to read a numeric value 
instead of the expected alphanumeric one. If this occurs, the 
error message avoids waste of time and yields a very easy dis
covery of subsequent computer errors. So it warrants a true 
data ordering. 

-SLIP SURFACE no ••.• IS ABOVE GROUND SURFACE AT x= •.. : NOT AC
CEPTABLE. In fact, for the continuity of the soil mass it is 
unacceptable a slip surface intersecting the ground surface 
at points other than the assigned initial and final points. 
If this occurs, the surface should be considered as two dif
ferent slip surfaces. 

- BOUNDARY SURFACES OF LEVELS 11 AND I_l ... l ARE WRONG: THEY INTER
SECT AT X=···· This means that two successive boundary sur
faces intersect, giving rise to a situation meaningless for 
the computer program. There is no error message if either the 
surfaces only touch or coincide wi thout passing beyond each 
other or the same occurs above the ground surface due to a 
meaningless extrapolation, since this does not interfere and 
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lets all that must be taken into account be exactly defined. 
The error messages listed above help in error discovering where 
both to do this is difficult and the error itself arises from 
the specific inner structure of the program without the operator 
intuitively realizing it. Some errors lead to unreliable results 
(as those deriving from cohesion or internal friction angle 
negative values), some others lead to error messages recognized 
by the computer itself (for example, an alphanumeric instruction 
in a wrong position or a radius negative or smaller than half 
the distance between the two extreme points of the circular slip 
surface). In general, such errors can easily be both realized 
by the operator and then corrected through a data inspection. 
Possibilities of error are obviously innumerable, neither they 
all can be foreseen; nevertheless, the p"resent status of the 
program provides more than enough tools in order to get a prompt 
error diagnostic. In any case, the whole program has been tested 
by blocks and operation of each part of it has been verified. 

Graphics 
A very simple subroutine has also been inserted in the pro

gram in order to graphically represent the assigned surfaces. 
It consists in subdividing the space available in the "GRAPH" 
mode into 100 parts and calculating for each corresponding 
x-coordinate the y-coordinate of each surface, i.e. ground sur

face, piezometric surface and separating surfaces. Slip surfaces 
are represented in a manner that looks more suitable, by means 
of the Coordinates of the points of each section fixed as above. 
Points so obtained are jointed together so that a suitable and 
quite exact representation will be achieved, although this pro
cedure is rather slow. However, representation of a very compli
cated situation -a slope with 20 separating surfaces- will be 
drawn in about 15 minutes. Finally, portions of the piecewise
linear situated above the ground surface are not drawn according 
to the calculation method that has been used. 

APPLICATION 

Through the pattern described above, soil masses of various kinds 
-from very simple homogeneous soils with regular surfaces to the 
most complex ones with many stratifications- can be analysed. 
Only few examples are reported here. In order to verify the cor
respondence between the computer program and the calculation 
method that has been chosen, i t seemed useful to analyse the 
examples reported by Sarma (1973) in bis formulation (Figures 
6, 7 and 8). The scheme of a very variously stratified slope, 
with a lens suspended inside a homogeneous layer, that is report-
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ed in Figure 9, gives an idea of the program capacity. On the 
same slope a parametric analysis has been carried out in order 
to study the influence of groundwater level fluctuations on 
the critical acceleration values (Figure 10). 

CONCLUSIONS 

By applying the bi-dimensional model above presented, i t has 
been possible to carry out a stability analysis under earthquake 
conditions, also in the presence of anyway complex situations. 
Data assignment is very simple and does not require the user to 
have a specific knowledge in the geotechnical field. Utilization 
of the program is made even easier as error messages have been 
introduced; this allows wrong data entries to be immediately 
discovered. Obtaining the critical seismic acceleration of either 
natural slopes or earth dams and embankments provides a sound 
tool in both designing and analysing these structures when located 
in a seismic area. In this case, in fact, if average ground ac
celeration values that are expected for the service life of the 
designed structure ar~ higher than the cri tical acceleration 
value that has been obtained, design parameters must be changed 
and analysis must be repeated until Kc values higher than those 
expected are obtained, depending on the safety degree requested. 

Finally, by changing the boundary conditions it will be pos
sibl~ both to analyse how stability conditions will vary with 
time and to forecast eventual triggering of instabilities due, 
for example, to variations of the piezometric levels. 
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1. INTRODUCTION: 

The construction of roads and industrial pavements consistently 
represents one of the major areas of expenditure in Civil Engin
eering. Despite this the methods used routinely in pavement 
design are often crude and unsophisticated and rely more on 
precedent than on objective analysis for their successful im
plementation. This reflects two factors. The first is that 
pavement failures are seldom catastrophic and, therefore, 
escape public scrutiny even though their economic consequences 
may be of major importance. Secondly, the design and analysis 
of pavements poses a number of seemingly intractable problems 
which often require a level of design effort which is dispro
portionate to the professional risks and liabilities involved. 
For these reasons pavement design methodology has tended to lag 
behind the substantial progress made in such fields as struc
tural engineering. 

This paper demonstrates that, by the use of microcomputers, it 
becomes feasible to make sophisticated pavement design pro
cedures available to practising engineers. The paper begins 
by summarising the advantages of a computer-based methodology 
and lists the practical requirements for implementing such an 
approach. The nature of the pavement design problem is then 
outlined and computer based solutions are described. Finally, 
the implementation of such solutions is illustrated using des
ign procedures developed by the author as examples. 

2. ADVANTAGES OF COMPUTER-BASED DESIGN PROCEDURES: 

Several advantages accrue from adopting computer-orientated 
design methods. These may be summarised as follows: 

(a) The methods are systemmatic. Normally, the methods 
lead the user through a systematic design procedure 
which ensures that all essential design requirements 
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are considered and that the designer's attention is 
drawn to the consequences of poor or incorrect dec
ision. For example, it is possible to incorporate 
messages warning against the use of materials which 
do not meet the requirements implicit in a particular 
design method. In this way it is possible to assist 
the tyro designer. 

(b) The methods concentrate on essentials. By isolating 
the designer from the minutia of complex design cal
culations he is left free to concentrate on the import
ant objective of optimising his design. For example, 
he can readily adopt a "what if ?" approach to compar
ing different combinations, qualities and costs of 
materials. 

(c) The methods provide a rapid design solution. By yield
ing a fast means of obtaining design solutions com
puter-based methodology encourages a designer to exam
ine the relevance and importance of the design criteria 
and to refine progressively the design assumptions. 
Moreover, it becomes easy to quickly adopt a design to 
unforseen changes in design requirements, 

(d) The methods can automatically maintain design records. 
The output of all design studies can be systemmatically 
stored as either computer files or as hard copy. 

(e) The methods are suitable for automation. It is relat
ively easy to ensure that the design procedures auto
matically both assemble and print the specification 
necessary to implement a particular pavement design. 
Moreover, subject to the choice of hardware it is poss
ible to plot pavement cross-sections etc. 

3. PRACTICAL CONSIDERATIONS FüR IMPLEMENTING COMPUTER BASED 
METHODS: 

In implementing computer based design procedures, the following 
factors need to be considered : 

(a) Accessibility. Many engineers need on occasion to have 
access to pavement design procedures. It is therefore 
desirable to ensure that the method can be implemented 
on a wide range of computers. 

(b) Ease of Use. Relatively few engineers have had spec
ialist training in pavement design. Accordingly, the 
program should seek to present expert procedures and 
methodology in a form accessible to non-specialist 
engineers without compromising the design requirements. 
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(c) Interaction. As noted above, one of the main benefits 
of computer based design is to allow the designer to 
consider and compare a range of alternative solutions. 
This requires interaction between man and machine. 
Such interaction is difficult to establish unless the 
computer provides solutions at a sufficiently fast rate 
to warrant the presence of the designer at the com
puter console. Thus program speed represents one of 
the prime criteria for successfully applying computer
based procedures. 

These requirements have implications for the choice of hard
ware and software. 

Two considerations infiuence the choice of hardware. The first 
of these is the amount of memory (RAM) available. The use of 
16-bit microcomputers capable of addressing up to 1 Megabyte 
of memory are obviously to be preferred to 8-bit machines, 
which normally do not address more than 64 K-bytes and which, 
therefore, may require time-consuming memory overlay techniques 
to accommodate sophisticated design programs. The second con
sideration is that of operating speed. Here math coprocessors 
should be utilised wherever possible because these can increase 
the speed of programs heavily based on mathematical Operations 
by a factor of 10 or more. In the author's experience the use 
of a 8088 CPU operating at 4.7 MHz in conjunction with an 8087 
coprocessor combined with suitable software is capable of pro
viding adequate speed to ensure effective interactive use of 
the pavement design programs described below. However, by com
parison the use of 8-bit CPUs such as the widely availableZ80 
is much less effective in achieving truly interactive program 
operation. 

In the case of software,consideration should again be given to 
speed. This implies the use of compact, effective program code, 
the use of optimising compilers and the provision of software 
support for such hardware features as the presence of a math 
coprocessor. 

4. THE PAVEMENT DESIGN PROBLEM: 

Mechanistic pavement design procedures involve the determination 
of the stresses and strains at critical locations throughout the 
pavement. Theseare then compared wifuthe values predicted to 
cause fatigue failure under traffic. Typically, the critical 
locations lie on or near the vertical load axis at the bottarn of 
all bound (brittle) layers and at the top of the subgrade. The 
fatigue life of the bound layers can be related to the repeated 
tensile strains or Stresses whilst the permanent deformation 
or rutting of the pavement is normally assumed to be related to 
the repeated vertical compressive strains at the top of the 
subgrade. Thus mechanistic pavement design involves the form
ulation and solution of an exceptionally complex boundary 
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value problem. The practical difficulties and their means of 
solution are now considered with respect to the three principal 
components of the boundary value problem. These comprise: 

(a) Delineation and modelling of the boundary conditions. 

(b) The characterisation of the properties of the pavement 
materials. 

(c) The solution of the three-dimensional stress-strain 
conditions within the pavement consistent with (a) and 
(b) above. 

4.1 Boundary Conditions: 
For a pavement the significant boundary conditions comprise, 
firstly, a complex loading history normally involving a wide 
spectrum of axle loads, vehicle configurations and load rep
etitions and secondly, the effects of environmental or climatic 
factors of which temperature is the most important. Each of 
these areas is now considered in more detail. 

Traditionally, engineers have sought to reduce the complexity 
of the actual loading history by expressing the design traffic 
in terms of an equivalent number of standard axle loads or ESA. 
The ESA concept supposes that the damaging effect of an axle 
is proportional to the ratio, raised to some power n, of the 
axle load to that of the standard load. The power n is common
ly assumed to have a value close to 4.0 but accelerated traff
icking tests conducted by Freeme and others [ 1981 ] have 
shown that n may range between about 2 and 8, aepending on the 
type of pavement and the choice of materials. This means that, 
in practice, it is often difficult to model accurately the 
effects of actual traffic in terms of ESAs, particularly, where 
the pavement incorporates brittle materials such as concrete 
or cement-stabilised layers where values of n frequently exceed 
6. 

Because of the uncertainties associated with equivalent load 
concepts, pavement engineers are increasingly tending to design 
for the actual spectrum of expected design loads rather than 
merely for an equivalent number of ESAs. Indeed this is now 
routine procedure for the design of rigid pavements [PCA, 1966; 
Packard, i973]. Similar approaches are now beginning to 
be applied to flexible pavements. For example, in Austrdlia, 
the idealised loading spectrum given in Table 1 has recently 
been recommended by Potterand Donald [ 1984] as the basis 
for road pavement design. 

As well as loading spectra , such as that given in Table 1, it 
is necessary to consider environmental effects. Effectively, 
the effects of environment and climate can be expressed in 
terms of temperature changes. Tamperature affects the stiffness 
of viscoelastic pavement materials such as asphaltic concrete 
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[e.g. vide Table 2] and also causes warping and expansion in 
rigid pavements. Consequently, seasonal and daily fluctuations 
in the temperatures within a pavement need to be considered at 
the design stage. For most developed countries the variations 
in temperature throughout a pavement can be readily predicted 
from climatic indices [e.g. Croney, 1977; Dickinson, 1984] 
It then becomes possible to predict the proportians of time for 
which a pavement will experience in any given range of temper
atures. For example, Table 2 illustrates an idealised distrib
ution of temperatures and asphalt moduli, typical of parts of 
eastern Australia. 

TABLE 1 

LOADING SPECTRUM 
---· __ " 

Axle Single Single -
ltl. of '1\'1"81 Single """' """' 

Proplrtion of All 
C(llllll!tcial vehicle& 0.370 0.253 0.285 

Axl e 1 oad tonnes PrOIDrtion of eadl axh type 

0.00 0.016 0.004 

0.029 0.087 0.092 

0.092 0.108 0.152 

0.271 0.124 0.078 
0.5)) 0.078 0.068 

0.071 0.095 0.124 

0.001 0.135 0.274 

0.001 0.187 0.198 

0.001 0.136 0.010 

10 0.025 

11 0.001 

12 0.001 

ll 0.001 

' " ' 
0.002 

' 15 0.002 

I " 0.001 

Triaale 

"""' 
0.092 

o.oo 
0.186 

0.128 

0.055 
0.090 

0.442 
0.099 

The implications of using distributions of load and temperature, 
such as those given in Tables 1 and 2 to model the boundary con
ditions in the pavement design problem, are twofold. First, it 
becomes necessary to perform a large number of calculations. 
For example, combining the data of Tables 1 and 2 implies that 
no less than 234 separate determinations of stress and strain 
will be needed at each critical location in the pavement. 
Clearly, this could not be practically achieved using manual 
methods but is ideally suited to computer-based methodology. 
The second implication of modelling the boundary conditions by 
loading and temperature distribution is that some means of 
characterising each of the pavement material must be found so 
that the cumulative effects of each individual combination of 
temperature and load can be assessed. This is discussed further 
in the next section of the paper. 

4.2 Materials Characterisation: 
Two problems concerning materials characterisation can be iden
tified. The first concerns the type of deformation law adopted, 
whilst the second involves the formulation of some form of 
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TABLE 2 

TEMPERATURE EFFECTS 

TEMPERATURE ASPHALT PROPORTION 
Oe MODULUS OF 

riPA TIME 

15 2750 0.16 
20 1850 0.16 

25 1200 0.16 

30 700 0.18 

I 
35 350 0.18 
40 240 0.16 

fatigue or cumulative darnage law. 

As noted in Section 4.3 below the exigencies of achieving 
rapid stress analyses by microcomputers makes it highly des
irable to select linear isotropic elastic deformation laws to 
characterise the pavement materials. This approach has been 
widely adopted in pavement analysis. Such a procedure provides 
acceptable modelling of stiff material~ such as concrete or 
stabilised layers but is open to objection when modelling un
bound materials, such as crushed rocks and gravels. However, 
the non-linear response of such material can be modelled, at 
least in part, by dividing the layers of such material into 
a number of sublayers to which moduli etc. are then assigned 
on the basis of the stress conditions generated by the traffic 
loads (Barker, et al 1982). Because this is normally an iter
ative procedure it is not suited to manual calculations but is 
easily incorporated into a computer-based method. This is 
discussed further below. 

Having chosen the deformation law it becomes necessary to find 
some means to characterise the effects of the loading and 
temperature spectra. This can be accomplished by adopting 
Miner's linear cumulative darnage hypothesis. In this respect 
the methodology is similar to that already routinely used in 
the design of rigid concrete pavements [PCA, 1966; Packard,1973] 

The Miner hypothesis states that, irrespective of the magnitude 
of the stress, each stress repetition is responsible for a cer
tain amount of fatigue damage. It is assumed that there is a 
linear rate of fatigue darnage irrespective of the order of 
load application and that fatigue failure occurs when the sum 
of the darnage increments at each level of stress accumulates 
to unity. The law can be expressed in the form 

n n 
I -i = 1 [ 1] 

i=1 N. 
l 

Where Ni is the number of cycles to failure at stress level 



www.manaraa.com

3-41 

i and n. is the number of cycles actually adopted at stress 
level i~ 

Having decided to adopt Miner's hypothesis it remains only to 
postulate the mechanisms of failure in order to predict the 
life of the pavement. Two criteria of failure can be adopted 
for unbound and cement-stabilised bases and subbases respec
tively. In the case of unbound materials the pavement is 
assumed to fail by the gradual accumulation of permanent, 
rutting deformation. In flexible pavement design, it has been 
commonly accepted that the rutting deformation can be related 
to the magnitude of the vertical compressive strain in the top 
of the subgrade. Various criteria have been proposed to re
late the magnitude of these strains to the number of strain 
repetitions that the pavement can carry before developing 
unacceptable rutting. These have been reviewed elsewhere by 
Barker et al, [2]. In the design method proposed here the 
subgrade strain criterion developed by Claessen et al [1977]and 
which forms the basis of the Shell design procedure for flex
ible asphalt pavements has been adopted. 

In the case of cement-bound base or subbase materials a fatigue 
failure criterion based on the load-induced curvature of the 
lower boundary of the base or subbase has been adopted. The 
relationships between the numbers of stress repetitions needed 
to cause failure and the curvature of soil-cement beam specimens 
developed at the PCA by Larsen et al, [1969]pave been adopted 
to suit the three-dimensional stress and strain conditions in 
pavements. Separate relationships .are used to characterise 
either coarse-grained or fine-grained stabilised materials. 

By combining the failure and darnage criteria described above 
with the Miner hypothesis, it becomes possible by trial and 
error to determine the thicknesses of base and/or subbase need
ed to ensure that the cumulative darnage factor will not exceed 
unity. This forms the basis of the design methodology described 
here. 

4.3 StressiStrain Analysis: 
Prior to the advent of high speed digital computers in the 
1960's, little progress had been made in the analysis of lay
ered systems. However, since that time a variety of elastic 
solutions have been published including such widely known pro
grams as CHEVRON, ELSYM, BISTRO and CIRCLY. Some of the 
simpler programs such as CHEV 4 - published by the National 
Institute for Transport and Road Research [1977] can be adapted 
to run on microcomputers. Such programs are usually restricted 
to single rather than multiple loads and to classical isotropic 
elastit material properties. Programs such as CIRCLY which 
permit the analysis of anisotropic systems are available but 
are too !arge to run on microcomputers. The alternative to 
elastic solutions has been to use finite element programs. 
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Generally, these have not been suitable for rnicrocomputers 
although, recently a powerful alternative to the use of class
ical finite element rnethods has been described byBooker et al, 
[1984] for the analysis of layered systerns using srnall micro
cornputers. 

Where existing layered systern programs have been adopted frorn 
a main-frame computing environment to run on microcornputers 
they are generally too slow and too profligate of rnernory to be 
satisfactorily incorporated into a mechanistic design procedure 
requiring large numbers of iterative analyses (vide Section 4.1 
above). Forthis reason it is,at present, necessary to adopt 
approximate methods of solution. 

At least two approximate methods for the analysis of layered 
systerns deserve consideration as the basis for an iterative 
design procedure. The first of these is to use existing main
frame programs to derive a series of statistically based reg
ression equations to link the critical stresses and strains in 
a pavement to such factors as layer thickness, layer rnoduli, 
fatigue relationships, applied loads and the subgrade properties. 
Although Hadley et al [1977]have shown that the rnethod is capable 
of yielding equations of high predictive value, it usually 
requires a rnajor computing and analysis effort to derive the 
design equation. However, the method yields a very compact 
module of computer code for determining the stresses and strains. 
This advantage is offset by the need to ensue that the design 
conditions fall wholly within the norrnally very limited domain 
of the regression analyses. This severely limits the usefulness 
of the regression approach. 

An alternative to the regression rnethod is to adopt approximate 
methods of stress analysis. Of these the Method of Equivalent 
Thicknesses (MET) originally developed by Odemark U949] and 
further developed by Ullidtz and others [19, 20, 21] offers a 
number of practical advantages. Firstly, subject to certain 
restrictions [19, 20] on the thicknesses and modular ratios 
of successive layers it can be used to analyse a wide range of 
practical pavement Situations. Secondly, it yields very cornpact 
computer code. Here the amount of code needed is typically about 
3 to 5 times that needed for the regressions rnethod described 
above but this only represents a fraction (typically less than 
10%) of the code needed for rnore exact prograrns such as CHEV 4 
~977].This means that it is ideally suited to iterative design 
procedures implernented on rnicrocomputers. 

Details of the method of equivalent thicknesses have been given 
elsewhere (Odemark [1949]and -ulliatz [1981]. Essentially, the 
method involves replacing the actual thickness of each layer 
by equivalent thickness so that the pavement rnay be progress
ively rnodelled in terms of an equivalent elastic half space. 
Because the method is approxirnate, Odemark[l949] originally 
noted the need to incorporate correction factors in the calcul-
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ation of the equivalent thicknesses. Typically such factors 
rangein value between about 0.75 and 1.0 [e.g.l9]. Although 
some authorities such as the British Ports Association [1982] 
have apparently ignored the need for correction factors , in 
general it is prudent to incorporate them into the design anal
ysis. The factors vary depending on the materials used but can 
be determined by trial by comparing MET results with those ob
tained by more exact analyses such as, for example, CHEVRON. 
Provided suitable calibration factors are determined, then 
good correspondence can be obtained between the MET analysis 
and other methods. This is illustrated, using typical data 
obtained by the author in Figure 1 for the critical strain 
components in a 3-layer system incorporating a surfacing 
and bound base overlaying an unbound subgrade. 
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Figure 1: Camparisan of Results from CHEVRON and MET 
programs. 

The method of equivalent thicknesses has been successfully 
applied in the analysis both of flexible pavements [21] and of 
interlocking concrete block pavements [4, 18]. To date, such 
analyses have assumed that the pavement materials are isotropic. 
However, it is worth noting that the MET procedures can, if 
required, be extended to embrace limited cases of anisotropy 
(e.g. Ullidtz [ 1981]. 

5. EXAMPLES OF PAVEMENT DESIGN USING MICROCOMPUTERS: 

The application of the principles outlined above are now illus
trated, first for a flexible road pavement and then for a rigid 
industrial pavement. 

5.1 Flexible Road Pavement: 
Here, as an example, a series of pavement design curves has been 
produced to meet the requirements of 107 commercial vehicle move
ments distributed in accordance with the idealised loading dis-
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tribution given in Table 1 for a region whose ternperature 
distribution is as described in Table 2. It is assurned that 
the wearing surface of the pavernent cornprises a structural 
layer of dense-graded asphaltic concrete whose rnodulus is tern
perature dependent in accordance with Table 2. Two different 
types of base have been considered. The first cornprises a 
layer of cernent-treated crushed rock. This is assurned to have 
a rnodulus of 1000 MPa. The second type of base cornprises an 
unbound crushed rock. Here the rnodulus is assurned to be stress
dependent in accordance with relationships recornrnended by 
Potter and Donald [1984] for road pavernent design in Australia. 
The subgrade is assurned to be an unbound material, whose rnod
ulus following accepted practise [ 5] is equal to 10 tirnes 
the CBR value. In all cases the Poisson's ratio of the various 
material is assurned to be 0.35. 

Using an IBM.PC rnicrocornputer, the necessary thicknesses of 
base have been deterrnined with a cornputer program that irnple
rnents the following steps 

(a) A trial thickness of base is assurned. 

(b) A trial thickness ( > 50 rnrn) of asphaltic concrete 
surfacing is assumed. 

(c) For each of the 234 cornbinations of load and ternper
ature implied by Tables 1 and 2 the tensile strains are 
calculated at the bottorn of the asphaltic layer. Where 
the loads are assurned to be applied by multiple wheels 
(vide Table 1) separate calculation are needed for each 
wheel position. The cornbined effects of the wheel 
group rnay then be deterrnined using the principle of 
super-position. 

(d) If the curnulative darnage exceeds unity, a new trial 
thickness of asphalt is assurned (using increments of 
5 rnrn) and then steps (b) to (e) are repeated. 

(f) Once a satisfactory thickness of asphaltic concrete is 
deterrnined then the thickness of base is progressively 
varied until the fatigue requirernents for a cernent
stabilised base or the rutting requirernents for a 
crushed rock base, as detailed above, are satisfied. 

(g) If the thickness of base deterrnined in step (f) exceeds 
that assurned in step (a) then steps (a) to (f) are 
repeated until satisfactory agreernent is obtained. 

Consideration of the procedure outlined above shows that, depend
ing on the proxirnity of the assurnptions of surface and base 
thickness in steps (a) and (b) above to the true values, rnany 
thousands of calculations are involved. Typically, not less than 
10,000 iteratioffi will be necessary to achieve a design. This 
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ernphasises the needs, discussed above, to use cornpact program 
code, to ernploy floating point rnath co-processors (where avail
able) and to use optirnising cornpilers in the preparation of the 
design prograrn. 
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Figure 2: Results of the Road Pavernent Analysis Program 

Typical results for the hypothetical design case are shown in 
Figure 2. Frorn this, it rnay be seen that there are substantial 
differences in the thicknesses of both surface and base depend
ing on whether or not a cernent-stabilised base is selected. 
This illustrates one of the fundamental advantages of using 
cornputer-based design rnethodology, i.e. that it perrnits rapid 
cornparison between different rnaterials. In this respect it is 
possible and indeed desirable to incorporate cost as a design 
factor in the prograrn. For exarnple, by cornputing the present 
worth-of-cost for eachdesign it becornes easy to select the 
optimal, i.e. rnost cost effective alternative. Indeed this 
is already a feature of sorne design rnethods. [Maree, 1980]. 

5.2 Rigid Industrial Pavernent: 
In this section of the paper the design of an unreinforced con
crete pavernent is described. Here cornputer-based design rnethod
ology recently developed by the author for the Cernent and Con
crete Association of Australia has been used. For the purposes 
of illustration the effects of ternperature variations are not 
considered here because they are reflected rnerely in terrns of 
warping reinforeerneut rather than as changes in slab thickness. 

In the exarnple it is assurned that the pavernent is to withstand 
10 6 rnovernents of a forklift having the characteristics surnrnar-
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ised in Table 3. The forklift is assumed to be used to move 
containers comprising 50% ISO 40 and 50% ISO 20 boxes. The 
weights of the containers are assumed to follow a skewed dis
tribution determined for British ports by Barher and Knapton 
[1, 4]. For design purposes the front and rear axles of the 
forklift are treated as separate axle groups. The concrete 
has been assumed to have a modulus of 30,000 MPa with a Poisson's 
ratio of 0.15. The 90 day tensile strength has been assumed to 
be 4.5 MPa and a load safety factor of 1.1 has been chosen. 

TABLE 3 

FORKLIFT CHARACTERISTICS 

A. PEAK LOAD 

AXLE 

FRONT 

REAR 

TRACK 
WIDTH 

(MM) 

2750 

2500 

B. DISTRIBUTED LOADS 
AXLE 
LOAD 

WHEEL 
SPACING 

(MM) 

Ll50 

L 0 A D S 
TARE LADEN 

TYRE 
PRESSURE 
(11PAl (TONNES) (TONNES) 

0.7 

0. 65 

REPETITION$ 
X 100 

56.28 

18.65 

56.28 

5.31 

(TONNES) 9.7 628 894 1284 1523 2433 2401 605 96 38 4 

FRONT 23.04 26.74 30,43 34.12 37.82 41.51 45.20 48.89 52.59 56.28 59.97 

REAR 17.32 15.98 14.65 13.3 11.98 10.65 9.31 7.98 6.64 5.31 3.98 

Here the design procedures are slightly different from those 
described above for the flexible pavement in that the method 
of equivalent thickness is not used as the basis for the strain 
and stress calculations. Rather an approximate model of the 
Pickett and Ray influence charts for edge loading on a slab 
resting on a Winkler foundation [15] has been used. This model 
was developed within the Australian Department of Housing and 
Construction and permits the computation of tensile stresses 
caused by any designated vehicle geometry. The placement of 
the vehicle relative to the edge of the slab is automatically 
varied until the most severe Stresses are encountered. In 
other respects the design procedures are similar to those 
described in Section 5.1 above in that the slab thicknesses 
are progressively incremented until the Miner's law darnage 
criterion represented by Eqn. 1 is satisfied. 

The results of the analysis are shown in Fig. 3. Here compar
isons are displayed between the effect of dowelled and undow
elled joints and between the fork-lift carrying containers whose 
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laden weights are assumed to be distributed and the fork-lift 
always running at the rated maximum container loads . As might 
be expected intuitively the designs, based on the assumption 
that all movements of the design vehicle are at the maximum 
rated load capacity, lead to the selection of substantially 
greater pavement thicknesses than where designs using practical 
load spectra are employed. 
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Figure 3: Results of the Industrial Concrete Pavement 
Design Program. 

The data plotted in Fig. 3 can be obtained in about 30 minutes 
using an IBM PC micro-computer fitted with a 8087 math coproc
essor. This illustrates the speed with which a designer can com
pare a range of design alternatives without the need to make 
unrealistic simplifying assumptions. 

6. CONCLUDING COMMENTS: 

This paper has shown that the boundary conditions applicable to 
the mechanistic design of both roads and industrial pavements 
realistically require the consideration both of complex loading 
spectra and of a range of temperatures. Typically, to provide 
even an idealised model of these inputs requires that several 
hundred load/temperature combinations be studied. For each of 
these combinations it is necessary to compute the stresses and 
strains at a number of critical locations throughout the pave
ment. To accomplish this at reasonable speeds requires the use 
of simplified and, therefore, approximate methods of stress 
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analysis. Nevertheless, it has been demonstrated that subject 
to careful calibration of the models, procedures suitable for 
rapid iteration on microcomputers can be developed. These 
procedures can be made to yield results than, on average, close
ly approximate the solutions obtained from more exact and elab
orate main-frame computer analyses. 

As illustrations of the potential of microcomputer pavement 
design methodology selected results obtained using procedures 
developed by the author have been reported. Early versions of 
these methods have already been successfully applied araund the 
world in a nurober of major industrial pavement designs. These 
include the pavements at the Massey Coal Terminal, Newport News, 
Virginia, and at the Canadian-Pacific Intermodal Facility, 
Edmonton, Alberta. Experience shows that it is practical to 
rapidly examine a range of design alternatives. Consequently, 
a designer can concentrate on the choice of an optimal combin
ation of materials and thicknesses rather than to become dis
tracted by the complexities of the loading conditions and mat
erial characteristics. This coupled with the speed and other 
advantages of a computer-based design methodology is likely to 
promote a much wider use of microcomputers in pavement design 
and, thereby, to complement the advances common elsewhere in 
transport technology. 
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ANALYSIS OF LATERALLY LOADED PILE GROUPS 

C F Leung and Y K Chow 

Department of Civil Engineering 
National University of Sing·pore, Singapore. 

INTRODUCTION 

Various theoretical methods are available for the analysis of 
single laterally loaded piles, namely the modulus of subgrade 
reaction approach (or p-y method), finite element method and 
the boundary integral method. However, many practical 
applications require the use of piles arranged closely in a 
group rather than in isolation (for capaeitles and/or 
deformation considerations). Examples include foundations for 
bridge piers, abutments and offshore steel platforms where the 
pile groups are subjected to a substantial amount of laterally 
forces in addition to vertical loads. The modulus of subgrade 
reaction approach, by defination is unable to deal with 
interaction problems. The pile-soil-pile interaction problern 
may be dealt with using the finite element method, but the 
three-dimensional nature of the problern makes the method 
expensive, even for the assumption of linear elastic soil 
behaviour. The boundary integral approach comes into its own 
when dealing with three-dimensional linear problems involving 
semi-infinite domains. Extensions of the approach to deal 
with layered soil and soil nonlinearity increase the 
complexity and cost of the analysis, making it less attractive 
for routine applications, particularly at the preliminary 
design stage. 

In this paper, a "mixed" approach is descri bed for the 
analysis of laterally loaded pile groups; in which the 
individual pile response is modelled using the modulus of 
subgrade reaction approach (or p-y method) while the pile
soil-pile interaction is modelled using a simplified boundary 
integral method based on Mindlin's solution. This approach is 
an extension of the method proposed by Chow (1985) for the 
analysis of vertically loaded pile groups, and the principles 
involved are very similar. Although the theoretical model 
necessarily involves a number of simplifying assumptions, it 
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provides a cost effective method for the analysis of pile 
groups. Practical applications of the method are illustrated 
by studies on field tests on pile group. 

METROD OF ANALYSIS 

Single Pile 
The conventional approach of "p-y" curves is employed to 
analyse the lateral response of single pile. These curves are 
based on bending moments, deflections and rotations measured 
along thE pile at different load levels from tests on 
instrumented piles in various types of soil by Matlock (1970) 
and Reese et. al. (1974 and 197 5). Empirical relationships 
between pile-soil pressure p and deflection y were hence 
proposed for various soil types and the procedure has been 
summarised by Reese and Desai (1977). 

In the present work, the pile is modelled by means of a 
number of one-dimensional discrete beam elements while the 
soil resistance is represented by non-linear "spring" at the 
nodal point of the element mesh. Values of soil spring 
stiffness at each nodes are evaluated from the appropriate p-y 
curves for each pile-head displacement increments. 

Pile Group 
The pile-soil-pile interaction problern may be represented 
schematically in Figure 1 for a pile group embedded in a 
homogeneous, isotropic elastic half-space. The interaction is 
modelled using a simplified boundary integral method based on 
Mindlin's (1936) solution. This technique has been described 
by Chow (1985) in detail for the analysis of vertically loaded 
pile groups. The procedure is summarised as follows. As the 
loading of any pile will induce additional displacements of 
other piles in the group, a general displacement-load 
relationship for all the pile nodes in the group may be 
expressed by the following matrix equation 

{w} = [F] {P} (1) 

where {w} = displacement vector for the n nodes in the pile 
group; [F] = flexibility matrix; and {P} = load vector. 
Equation 1 is inverted to give the load-displacement relation
ship of the soil for the pile group 

{P} = [K ] {w} 
s 

[ ] [F] -1 where K8 soil 
stiffness matrix is then 
individual pile stiffness 
stiffness matrix. 

[K] = [K ] + [K ] 
s p 

stiffness matrix. 
assembled together 

matrices to yield 

(2) 

The soil 
with the 

the total 

(3) 
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where [K ) = assembled stiffness matrix of the piles. 
complete pload-displacement relationship for the pile 
system is 

{P} = [K) {w} (4) 

The 
group 

For each displacement increment, equation 4 can be solved 
to obtain the incremental load of individual pile in the 
group. In the present approach, the manner in which the soil 
inhomogeneity and soil nonlinearity is taken into account 
follows closely the work of Chow (1985) for vertically loaded 
pile groups. 

COMPARISON WITB FIELD TESTS 

Tests of Matlock, et al (1980) 
The approach described in this paper was used to analyse field 
loading tests conducted on groups of piles embedded in soft 
clay. The field experiments were reported by Matlock, et. 
al. Part of the work include static loading tests on a single 
pile and on a five-pile circular group. Deflections were 
enforced at two elevations by a special loading device to 
simulate pile-head restraints typical of offshore 
structures. Measurements were made of the total load and 
deflection of the groups, and the load, shear and bending 
moment in individual piles. All piles had an external 
diameter of 168 mm, with a wall thickness of 7.1 mm, and they 
were driven to a penetration depth of 12.2 m below the bottom 
of an excavated pit. The centre-to-centre spacing was 3.4 
pile diameter for the five-pile group. Based on Bogard and 
Matlock's (1983) reported values, the undrained shear strength 
of the soil at the mudline was taken as 10.4 kPa, increasing 
to 20.7 kPa at a depth of 0.3 m, thereafter increasing with 
depth at a rate of 1.743 kPa per m. An empirical correlation 
factor of Es/Cu = 250 for Young' s Modulus in soft clay (see 
for example Poulos and Randolph, 1983) was used in the present 
analysis. An approximate linearly increasing shear modulus 
profile was hence deduced with G = 875 kPa at the mudline, 
increasing at a rate of 210 kPa per m with depth. The 
Poisson's ratio of the soil was taken as 0.5. 

Single Pile 
The generation of p-y curves along the pile length for soft 
clay is based on the recommendations suggested by the American 
Petroleum Institute (1982). The guidelines follow closely 
with those postulated by Matlock (1970) who performed tests on 
instrumented full-scale pipe piles. The characteristic shape 
of the p-y curve, as shown in Fig. 2, is defined by a power 
function that was fitted to the shape of the experimental p-y 
curves: 

(5) 
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where Pu ultimate soil resistance; and Yc = reference 
deflection of the pile. The variation of the ultimate soil 
resistance with depth is given by 

p = N c D 
u p u 

(6) 

where cu = undrained shear strength of soil at depth x; D = 
pile diameter; and Np = ultimate lateral soil resistance 
coefficient = 3 + cr' /c + J x /D ( 9 • 

u 

It is noted that cr' is the effective overburden pressure 
at depth x below ground surface and J is an empirical constant 

with an approximate value of 0.5 for soft clay. 

The reference pile deflection is given as 

2.5 € D 
c 

(7) 

where € = major principal strain at one half the maximum 
deviator c stress in a UU triaxial compression test (an 
approximate value of 0.01 was used in the present analysis). 

The behaviour predicted for the single pile under static 
lateral loading is compared with the experimental data in 

Figures 3 and 4. There is generally reasonable good agreement 
between the two results. It is observed that the predicted 
initial pile-load response is slightly smaller than the 

measured response. It is believed that the agreement may 
further be improved if the shear strength of the soil is 
allowed to vary slightly. The good agreement between the 

computed and measured variations in bending moment along the 

pile (Figure 4b) suggests that both the magnitude and 
distribution of lateral resistance with depth was 

satisfactory. In addition, the shapes of the resistance-
deflection curves should also be reasonably close to those 
measured during the field tests. 

5-Pile Group 
The predicted behaviour of the 5-pile group is compared to 
that measured in the field tests in Figures 5 and 6. Again 
reasonable good agreement was obtained between the two results 
for pile-head shears and bending moments. Similar agreement 

was also noted for the variation of bending moment along the 
pile. 

A comparison between the behaviour of a 5-pile group and a 
single pile can be obtained by means of the group deflection 

ratio Rp which is defined as the ratio of the average group 

lateral deflection to the single pile lateral deflection at 

the same load per pile. Figure 7 shows that the predicted ~ 
is in remarkably good agreement with the corresponding values 

developed during the experiments. 
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Figure 5 Average Pile Head Load-nefleetion 
Curve for 5-Pile Group 

6 
I 

~ 

~ 30 
0 
l:l.. 
l:l.. 
:::> 
Ul 

p:: 

~ 20 
0 
...l 

t-< 
< 
t-< z 
~ 10 
§'l 
t.:l z 
H 
0 

~ 
I':Q 

BENDING MOMENT, kN-m 

20 

0 MEASURED 

-- PREDICTED 

40 
LOWER SUPPORT DEFLN., mm 

(a) 

- 20 

H 
Ul 
H 

0 

0 (b) 

20 

0 

0 

Figure 6 Development of Bending Moment in 5-Pile Group 



www.manaraa.com

3-58 

mNSLUSIONS 

0 

0 0 

o MEASURED 

-PREDICTED 

0 9 18 
AVERAGE LOAD PER PILE, kN 

Figure 7 Comparison between Measured and 
Predicted Group Deflection Ratio 

A semi-theoretical approach has been described for the 
computation of load-deformation behaviour of laterally loaded 
pile groups. This approach which was previously used for the 
study on vertically loaded pile groups (Chow, 1985) is 
demonstrated to be equally applicable to pile groups subjected 
to lateral loads. Reasonably good agreement was observed when 
comparing the theoretical solutions with existing field data 
on laterally loaded pile group in soft clay. In general, the 
lateral pile head shears and moment&, and the resistance
deflection shape along the pile may be obtained within 
reasonable accuracy and economically using the proposed method 
which basically employs one-dimensional discrete elements. 
The cost of computing time is hence far smaller than those 
employing three-dimensional finite elements. It is believed 
that the solution procedure can be extended to deal with 
cyclic loading condition provided the appropriate p-y curves 
are used in each individual case. 
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1.0 INTRODUCTION 

The Geotechnical/Geological database system 
"GEOSHARE" has been progressively developed over 
the last five years at Queen Mary College (Wood, 
et al 1981). The advantages of flexible computer 
manipulation of such data has been shown to be of 
advantage in the areas of 
(i) Documentation 

identification 
al) 

of ( ii) Stratum analysis and 
formation boundaries (Day, et. 
( iii) contouring and 3-D 
et al, 1973); 

modelling (Halcrow 

(iv) the identification of channel and 
interfluve succession (Wood,et al, 1983). 
To achieve clearer definitions, and to gain a 
better overall impression of the ground i t was 
decided that more "data types" should be captured 
even though in some areas the data would be 
missing. After a thorough appraisal of the 
existing GEOSHARE, Fortran software, i t was 
decided rather than attempting to upgrade the 
system further that it would be better to make a 
fresh approach taking account of recent advances 
in commercial database technology. 

2.0 OBJECTIVES 

Over the past two decades, numerous attempts to 
implement geotechnical/geological database 's have 
been undertaken and on the whole each 
implementation can be judged a success if it 
achieved its design objectives. However, once the 
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objectives are altered, a measure of successful 
implementation can be measured by the ease or 
difficulty encountered in altering the database to 
meet the new objectives. For one reason or 
another it has been seen how quite successful 
database systems have been abandoned and 
redesigned from scratch (Stauft, 1972) once it has 
been realised that for perhaps efficiency, 
security or consistency measures a different 
approach would prove better. Several of the 
failures can be accountered for by the systems 
being developed around a few known applications 
leaving the user with no choice but to juggle 
around application dedicated files to extract the 
required information ( Sutterlin, 1973). 
Other failures can be accountered for by 
consideration of the systems friendliness. 
Systems where large amounts of data coding, data 
validation, use of mnemenies etc have been 
required are usually only exploi ted by the keen 
and dedicated scientists (Cripps, 1978). Systems 
have also fallen short of being useful databases 
for other reasons such as unreal iable data 
( Stauft 1972), poor documentation, uneconomic to 
use and so on. 

At Queen Mary College, the development of the 
Geoshare system has proceeded with the ultimate 
goal of five major objectives broadly described as 
follows 

(i) 
(ii) 

(iii) 
(iv) 
(v) 

Information 
Efficiency 
User-Friendliness 
Documentation 
Security. 

As far as it is possible each of these objectives 
is being developed simultaneously, since all 
functions of a data system are interdependent, and 
grave mishaps could be encountered from 
consideration of each item in isolation. 

2.1 Information 
The information stored within any database system 
must be considered as the most valuable attribute, 
the whole justification for its existence. To 
gain the confidence of its users and to be 
acceptable, the stored data must be a complete 
valid reflection of the information in i ts 
original form. Geotechnical/Geological borehole 
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records and the associated testing detai1s are 
regarded as unique, pecu1iar and in some cases too 
diverse to take account of computer techno1ogy, 
due to the fact that the information is a mixture 
of numerically quantifiab1e data, textua1 
descriptions, observations and to some extent 
opinions. Most previous a ttempts to estab1 ish a 
database have tried to some extent, to reduce a11 
of this information to numerica1 form by 
pre-coding or even omittance of textua1 data 
(Ha1crow et a1, 1973) (Cripps, 1979). The reason 
for numerica1 form, has been because most systems 
have evo1ved araund the usua1 work horse 
app1ications which have genera11y been written in 
efficient scientific 1anguages ( Jeffrey et. a1.) 
to re1ieve the geo1ogist/engineer of 1arge 
quanti ties of ca1cu1ations. However, to make the 
best use of all avai1ab1e information we must be 
ab1e to manipu1ate both numerica1 and textua1 data 
in such a way as to gain fu11 advantage from each 
type. 

2.2 Efficiency 
Efficiency is another required objective of any 
data system. This can be measured by severa1 
criteria and the criteria considered for the 
GEOSHARE system are broad1y described as fo11ows 

( i) 
(ii) 

(iii) 
( iv) 

Response 
Storage 
F1exibili ty 
Recovery 

Obvious1y most of these 
interdependent and a ba1ance 
between cost and the necessi ty 
requirements tobe met .. 

criteria 
has to be 
for all of 

are 
drawn 
these 

2.2.1 Response For any Information system there 
must come a point where the de1ay in waiting for 
the required information renders the system 
unworthwhi1e or uneconomic. Depending on the use 
of the Information system this de1ay factor may 
vary from seconds to perhaps weeks. With GEOSHARE 
the de1ay factor at which the system wou1d be 
considered a fai1ure is perceived to be of the 
order of a few minutes. To be of any use as an 
information base the response time of the system 
rea1istically wants to be a small as possib1e. 
However other criteria have to be examined before 
we can decide upon an economic response time. 
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Response times can drastically increase as the 
amount of information within a system becomes 
increasingly voluminous. Also, the way that the 
data is physically stored can also affect response 
times especially if complex selection requirements 
are asked of the database. These considerations 
have previously led to the downfall of several 
Information systems. 

2.2.2 Storage The advantages of any information 
system could be completely out-weighed by actual 
physical storage requirements. Operational costs 
and maintenance overheads could all undermine the 
advantages, if vast quantities of data are stored 
in an inefficient way. 

2.2.3 Flexibility Once a database has been 
established the requirements of the users may 
change with time and different views of the data 
will then be required. A database system must be 
resilient to these changing applications and 
should demonstrate relative ease in accommodating 
even major restructuring. 

2.2.4 Recovery: At any particular time during a 
systems use, a hardware or software failure may 
cause the system to "crash", leaving the database 
in an inconsistent state. This inconsistency may 
take the form of corrupt data, lost data or even 
deletion of parts of the database. To ensure the 
validity of the data at all time it is then 
essential that procedures to interrogate and 
verify the data after such instances are employed. 

2.3 User-Friendliness 
Normally, when vast amounts of data are being 
input as their main process, the task is performed 
by secretaries, data processing clerks, bank 
clerks etc. Therefore to increase the input rate 
of the data, and relieve the trained 
engineer/geologist of a mundane task, the system 
must guide the user through the process, 
validating the data, correcting errors or bringing 
them to the users attention (Buller, 1972, Heer 
and Bie, 1973). Also, the commands given should 
be simple enough to navigate araund the various 
applications with no knowledge of detailed 
computer programming. 

Another aspect of 
'multi-user' application. 

user-friendliness lS 

It must be possible for 
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more than one user to access and use the database, 
even the same data, at any time for a system to be 
classified as friendly. 

2.4 Documentation 
For any computer application to function for any 
length of time, it is essential that some form of 
documentation is produced. With a database system 
where there are a large number of data types, 
record types and so on, it is easy for data 
formats to become out of date as changes are 
required. The consequences of data getting out of 
control are becoming all too clear after two 
decades of data processing wi thin the commercial 
data processing environment with problems arising 
from incompatible coding systems, suspect results 
and so on. · 

2.5 Security 
With the development of large information systems 
attention has been brought to the problern of 
computer security due to numerous cases of breach 
of privacy, fraud and general abuse by 
non-authorised users. Any viable information 
system must demonstrate a degree of securi ty to 
gain its users confidence, in terms of 
safe-guarding data from corruption and in affering 
protection for privacy and confidentiality. 

3.0 INFORMATION TECHNOLOGY 

3.1 Database Management Systems 
Data-processing technology has been developing 
over the years at a remarkable rate and has come 
of age with the advent of Information Technology. 
Wi th the advances in Information Technology both 
upon software and hardware, data processing 
systems have moved away from the techniques widely 
used in the late sixties where information was 
stored upon sequential storage media (magnetic 
tapes). It was through the introduction of direct 
access media (disc), that database management 
theory first made an impact. Database management 
theory first came about to alleviate problems that 
had started to arise when vast amounts of 
information were being collected. Basically 
problems arose in the following areas: 

( i) 
(ii) 

(iii) 

Waste of file store 
Duplicated data 
Differing data structures 
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(iv) Waste of programmer effort 
(v) Loss of data accuracy 

Database technology basically solves these 
problems by capturing each item of data only once 
and then making it available to different users as 
they require it. Subsets of the data in the 
central database are made available to meet user 
requirements and can be controlled to give 
overlapping subsets of data to different users at 
the same time. 

Within the computing world 'Database' is heralded 
as the new technology, the fourth generation in 
computing, and is supported by a great deal of 
research. Basically there are three different 
approaches to database management at present: the 
Relational Approach, the Network Approach 
(CODASYL) and the Hierachy approach. Of the 
three, the Relational approach is potentially the 
most efficient and powerful database management 
system. However, the problern with the concept is 
to implement i ts eff iciency on current hardware. 
The approach relies heavily upon an extensive 
duplication of 'keys', involving overheads of 
storage and use, which i t appears can only be 
reduced by better hardware, cleverer disc 
controllers than are presently available on the 
average commercial system. It is very much a 
concept for the future. 

The Network approach has however received a great 
deal of attention, and of the commercially 
available Database Management Systems (DBMS's) by 
far the most popular systems adhere to this 
approach. In 1967, a committee of top researchers 
in the field of Database theory was established, 
the objectives of which were the further 
development of data processing technology. This 
committee was later to become CODASYL, the product 
of which became the CODASYL approach to Database 
management, as recommended in mumerous reports 
between 1968 and 1975 (CODASYL COBOL 1976). There 
are many commercial implementations of this 
approach available, best known of which are 
Univacs DMS 1100, Honeywells IDS/2, Siemens UDS, 
and available on IBM and ICL machines Cullinanes 
IDMS (Olle, 1980). 

3.2 Data Dictionary Systems (DOS) 
A data dictionary system is defined as a 
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"repository" of data about data", also known as 
meta-data. The Data dictionary system stores and 
handles a computer systems data definitions. 
Instead of holding the actual data item 
occurrences, the DOS software will create and 
maintain descriptions of the data and can produce 
them in response to various interrogation demands. 
The advantages of using a DOS include: system 
conversion, validation, documentation, consistency 
checking, operational performance eval uation, the 
design of systems for security and privacy, 
software evaluation, automatic program generation 
and hardware planning. 

3.3 Data Analysis 
To get full advantage from any information system 
a correct and full Data Analysis should be 
performed. The purpose of Da ta Analysis is to 
provide a way of structuring the data, then 
testing its use before design, removing 
inconsistencies, planning confidentiality 
controls, in preparation for designing the logical 
database. Data Analysis methodology is centred on 
two fundamental principles (Rock-Evans, 1981). 
First, ana lysis must be undertaken of the study 
area separately from any considerations of the 
technology which may eventually be used to 
implement the system. Second, to design systems 
intended to share data between a variety of users, 
it is essential to analyse the data independently 
of the various applications which may use it. 
This avoids the trap of designing application 
dedicated files, tied to the specific problern the 
system is orientated towards solving. 

4.0 GEOSHARE SYSTEM 

To realise many of our objectives, the importance 
of using a powerful DBMS was only too clear. By 
choosing to use a CODASYL style DBMS, we not only 
have the advantage of portabili ty but also the 
fact that the system is designed to a recognised 
standard (Olle, 1980). Also, many of the known 
CODASYL approach implementations support the DBMS 
with compatible data dictionary systems, 
demonstrating many high powered useful facilities. 
The DBMS and DOS tagether form the heart of the 
information system. By exploiting both their 
facilities the GEOSHARE system can boast the 
following features from their use alone. 
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( i) 
( ii) 

(iii) 
(iv) 
(v) 

(vi) 

Multi-user 
Efficient storage 
Full recovery 
Flexibility 
Documentation 
Security 

After a comprehensive data-analysis of the 
information in the geotechnical/geological data 
field the variety of information capable of being 
stored is illustrated in Fig. l. It has been 
essential to provide flexible input routines to 
account for the varying styles of Borehole 
records, and in the presentation of test results. 
Some test resul ts may be presented as a single 
result value, whereas others may go partly or 
fully towards a complete set of measurements and 
readings. Al so, resul ts may be presented in a 
summarised statistical manner, giving result 
ranges means, etc. All of these styles of 
presentation as recorded on manual media have been 
provided for in the input routines. On input the 
system automatically validates most numeric data 
and verifies all textual information against an 
in-system self updating vocabulary. In this way 
any spelling mistakes are picked out and corrected 
before storage. Of the numeric data not validated 
prompts are given frequently for the input user to 
correct any mistakes. Once input, the data is 
stored as read wi th no coding or abbreviations. 
By the method of data analysis, storing the data 
as read, checking and val idating i t before 
storage, we have realized our Information 
Objectives. Once stored we are now in a position 
to manipulate both numeric and textual data to any 
required degree. The system interfaces wi th a 
graphics package, utilising a refresh graphics 
screen. On input, screen formats are produced to 
simulate blank borehole records, test charts etc. 
The screen prompt automatically moves to each 
input posi tion, and the input procedure time is 
greatly decreased. Error messages and comments 
automatically appear in a reserved screen position 
for user-replies and corrections. To enable users 
with little experience of computers to use the 
system responsibly, and gain confidence, the 
system is menu-driven. It is possible to retreive 
any data from the system by navigating the menus 
and using perhaps four or five numerical replies. 
By combining the graphics interface with the 
menu-driven style, the automatic validations and 
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verification, the system is considered to have 
achieved the objective of user-friendliness. 

Sizing of the GEOSHARE system requirements has 
been undertaken, and for one borehole record with 
all associated information (water, sample and test 
details) has resulted in a need for 1.3 k bytes of 
storage. This requirement was estimated using a 
60% packing density, meaning the database is 
assumed full when 60% full. However, after tests 
monitaring performance have been undertaken, it 
may be possible to increase the packing density to 
80%, reducing a single borehore's requirements to 
0.9 kbytes. Also this figure of 1.3 kbytes allows 
2/3 of the storage space to accommodate the 
results from perhaps 20 full scale triaxial tests 
with pore water measurement and consolidation. As 
this i s perhaps the extreme, the f igure of l. 3 
Kbytes/boreholes is an over estimation and in 
practice less space may be required than actually 
designed for, therefore using less space than 
estimated. However taking the figure of 
l.3kb/borehole, it has been estimated that 45,000 
BH records and associated data can be accommodated 
on one inter-changeable disc. 

To increase efficiencies in response time the DBMS 
takes advantage of a recent development in 
hardware technology, that being the computer 
addressable file store facility. This facility 
has been developed to improve computer response 
times when very large files of data are being 
searched. Basically, the facility replaces 
central mainframe software activity by peripheral 
disc-channel hardware activity. Searching of the 
data is essentially executed by an intelligent 
hardware device and therefore relieves the 
computers main software processors of most of the 
work. Field trials have demonstrated that a 
reduction load on the main processor in the order 
of 90% to 99.74% has generally been experienced 
when the device was utilised. Response times have 
also been demonstrated to become faster by an 
order of magnitude of 60 times. Due to these 
developments in computer performance, i t is now 
possible for new computer applications to be 
developed that previously would not have been 
either cost effective or timely. To give an 
example i t has been estimated that the device is 
capable of searching through and selecting 
specified data from 45,000 borehole records in a 
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little less than a minute. By utilising these 
recent developments in computer hardware 
technology the GEOSHARE system can offer the 
following facilities. 

(i) Fast Response 
(ii) Economic Storage capability. 

5.0 APPLICATIONS 

The applications developed to date fall into two 
categories. 

(i) Reporting facilities 
(ii) Analytical facilities 

5.1 Reporting 
The reporting facilities basically give listings 
of the data stored. Options include 

(i) 
( ii) 

(iii) 
(iv) 

Boreholes in a defined area 
Boreholes from a particular contract 
Samples from a borehole 
Test details of samples 

5.2 Analytical 
Sort routines have been developed that will 
retrieve data on three main options, these being 

(i) 
( ii) 

(iii) 

Strata descriptions 
Depth 
Parametrie details 

5. 2. l Strata Wi thin a def ined area the system 
will retreive certain strata detials specified by 
the user. The user specifies the main 
lithological unit, and then has the option to 
specify ( for example) certain colour or colours 
that are required, colour(s) not required, and 
colours whose presence does not matter. The user 
can then go on to specify the same options for the 
following strata attributes. 

( i) 
(ii) 

(iii) 
(iv) 
(v) 

Hardness 
Lithological modifiers 
Fracturing 
Stratification 
Texture 

The details returned to the user will depend on 
his option choice but can be Top and/or bottarn 
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details chosen 
specifing the 

it is possible to output the London Clay surface, 
in an area or say obtain all undrained shear 
strengths for a 3-D model of the London Clay. 

5.2.2 Depth By specifying a certain level either 
strata details or parametric values can be 
obtained providing contours for perhaps the 
maisture content or strength over a site at a 
specific level (Hanna, 1966). 

5.2.3 Parametrie details If one is only 
interested in specific parameter variations over a 
site, by specifying the area, details are obtained 
for 3-D models of various attributes of all the 
strata in an area. 

5.3 Application Usage 
At present the 'analytical' applications are being 
used as tools in two research projects. First the 
'Natural Environmental Research Council' is 
funding work to investigate the theoretical land 
form systems derived from Glaciation as compared 
to real life data. Second, work funded by the ' 
Science and Engineering Research Council' is 
trying to establish a soft clay test site with 
optimum conditions and have made use of the 
system. 

6.0 COST 

The GEOSHARE system runs upon the ICL 2980 
mainframe computer at Q.M.C. interfaced to 
Tektronix screens. Outside of the University 
research environment rental of the software would 
come to approx. f30,000 per annum. However, many 
organisations already possess both the hardware 
and software requirements to run such a system, of 
which Southern Water Authori ty and Severn Trent 
Water Authority both have financial accounting 
systems utilising the technology. With the recent 
advances in communications i t is feasible though 
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to establish one main database, and because of the 
security measures offered, allow each user to 
manage their own sub-set of data within the main 
database. 

7.0 FUTURE DEVELOPMENTS 

At present, the system is running in a trial 
environment. Once fully established i t is 
intended to refine and develop the system, in 
order that future user requirements may be met. 
In the longer term, i t is intended to create a 
'hybrid' system ( Worden, 1984), by the 
inclusion of an expert shell system designed to be 
compatible with and to interact with the database 
system (Keen, 1984). It is intended to use the 
expert system to interpret the textual data 
representing descriptions and remarks, giving 
expertly interpreted three dimensional 
cross-sections and enhance, the ability to 
recognise discontinuities; to make statistical 
judgement and pattern recognition over vast 
quantities of data (Benson, 1984). Before that 
however, it is intended to make full use of the 
Ordnance Survey's map digitizing program (Ornance 
Survey, 1982). These digitized maps, held on 
magnetic tape will be used as overlays for such 
requirements as plotting the positions of 
boreholes in an area. It is also hoped that 
developments in the field of computer optical 
character recognition will dramatically improve 
data input. One company has already started 
development of a system to handle the image of an 
A4 sheet of paper with typed, handwriten or 
printed text, tables and line diagrams. 
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Selecting an Engineering and Scientific software (ES) system 
is an arduous process. The overall satisfaction derived from 
this type of system depends on many variables. This study 
analyzes the influence of a nurober of ESS predictor variables 
on overall satisfaction. This study confirms the theories 
that suggest that ESS ease of operation, computer reliability 
and tech support - trouble shooting are the major determinants 
of overall computer user satisfaction. 

INTRODUCTION AND OVERVIEW 

The information obtained by user ratings of Engineering and 
Scientific Software (ESS) systems, could be very useful to 
ESS buyers and sellers who would like to see some type of 
rating scale about these systems before deciding which type 
of system to buy or sell (Datapro, 1984). 

Traditionally, buyers or sellers who are interested in 
evaluating overall user satisfaction of a potential new ESS 
system have two options. One option is to study the tech
nical specifications of the different ESS systems and their 
respective user satisfaction reports. The disadvantages of 
this option are that the buyer or seller may not have the time 
nor the technical expertise to understand the specifications. 
Moreover, many user satisfaction studies of ESS systems are 
often incomplete, vague, inaccurate, subjective, ambiguous, 
non-quantitative, and/or most importantly, too narrow to be 
statistically generalizable (Bilbrey and House, 1981; Turney 
and Laitala, 1976). 

Another option that is available to buyers and sellers 
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of ESS systems is to hire consultants who can understand the 
technical specifications, discount inaccuracies and subjective 
judgments of trade publications, and most importantly use ge
neric information to make suggestions custom-tailored to a 
particular installation. The main disadvantage of this option 
is that such experts are hard to come by, disruptive to the 
normal operation and rather expensive (Grueberger, 1981). 

Traditionally, there has been a clear distinction among 
micro, mini, and mainframe computers. The power and capabili
ties of ESS systems have improved over the years; memory costs 
have gone down and performance distinctions between different 
systems have blurred (Sample, 1981). This challenges the 
traditional size distinction and its implications for evalua
tions. Thus, it is important to investigate if the tradition
al characteristics of size (whether it is a micro, mini, or 
mainframe) actually do have an effect on user satisfaction. 

Choosing the right ESS from the bewildering array of 
systems, manufacturers and different configurations of compo
nents can be a frustrating and expensive experience for buyers 
and vendors alike (Barcus and Boer, 1981). If the parameters 
of ESS users satisfaction were known, then users' satisfaction 
could be maximized and the frustration level could be reduced, 
or at least controlled. 

Buyers of ESS systems should look at advantages and/or 
disadvantages in cost, ease of operation, system reliability, 
and vendor reliability, such as established vending firms vs. 
newer and smaller firms (Cheney, 1979). Accordingly, the cost 
should be one of the most important determinants of user sat
isfaction. This may also suggest the inclusion of criterion 
variables that indicate the popularity of the vendor. Other 
such criterion variables include the nurober of systems, their 
average useful life, and the nurober of users that are using 
these systems. 

In addition, due to the rapidly changing technology, 
management must be willing to commit time to the conversion of 
an outdated system. Thus the ease of conversion should be in
cluded in the study as an important determinant of user satis
faction. One can hypothesize that the easier the conversion 
process, the more satisfied the ESS users should be. Compari
son of ESS systems should be clone in the areas of support, 
service, ease of operation, compatibility and reliability of 
the computer, peripherals, compilers, and assemblers, as well 
as the cost of purchase and operation (Farmer, 1981). 

The importance of having a written contract with the 
vendor has been discussed in the literature (Brandon, 1980). 
A thorough contract should cover reliability, performance, 
operating system compatibility, effectiveness, training, 
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costs, and trouble shooting. Some studies cite maintenance, 
service, education, and documentation as the top concerns of 
ESS system users. Applications availability and reliability 
have been next highly rated with price being the most impor
tant criterion after that (Rosenfeld, 1980). 

Some research reports that user support in terms of edu
cation and documentation seems to affect user satisfaction. 
Scannell (1982) has cited that users find software and support 
to be major problems. However, complaints that the computer 
industry does not provide adequate training, documentation, 
and manuals for users have been rebuffed by industry represen
tatives (Lean et.al., 1983). 

Questions have been raised about the effectiveness and 
responsiveness of traditional system maintenance services 
(Allerton, 1983; Howard, 1983). The issue of centralization 
vs. decentralization concerning maintenance contracts has been 
addressed (Linzey, 1983). 

Another issue that may affect ESS user satisfaction is 
the method of acquisition. According to Kelly (1980) the im
pact of buying or leasing may be substantial. 

ENGINEERING AND SCIENTIFIC SOFTWARE PRACTICE AND THEORY 

Both practitioners and theorists have been struggling with 
various aspects of ESS systems. Some practitioners dealing 
with Computers have raised perplexing questions (Computer
world, 1983; Bresnen, 1982; Business Week, 1982). 

Choosing an appropriate ESS system and recognizing its 
limitations have been among the most difficult and confusing 
tasks for the Engineering Profession (Kull, 1984; Shoor, 1980) 
A better understanding of the determinants of ESS user satis
faction could not only partially answer the above questions, 
but could also facilitate the task of choosing a system and 
recognizing its limitations. 

Theorists have wrestled with the problems from a more 
scientific point of view. They have examined the demise of 
help for utility planning engineers (Public Utilities Fort
nightly, 1981), evaluated computer graphics in central office 
engineering (Smith and Strand, 1982), and investigated criti
cal success factors in engineering firms (Scott, 1983). 

Meanwhile, strides have been made in developing expert 
systems and artificial intelligence (ESAI) as they relate to 
ESS (Green, 1983). However, as in previous studies, the issue 
of user satisfaction has not been fully addressed. Therefore, 
the principal objective of this study is to supplement previ
ous studies, and to integrate the issue of user satisfaction 
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into the ESAI model, while building upon prior theoretical 
work. 

EXPERT SYSTEM BASED ON ARTIFICIAL INTELLIGENCE (ESAI) DESIGN 

A less traditional option is to use an expert system to aid 
in the evaluation of overall user satisfaction. Expert sys
tems (ES) are specialized decision aids, which provide quanti
tative and qualitative analysis, probabilistic estimates and 
their respective explanations (Stefik et.al., 1982). Artifi
cial intelligence (AI) has facilitated the use of ES through 
computerized data bases, which are frequently being updated 
(Duda and Gasching, 1981; Wong and Mylopoulos, 1977). Al
though AI has been applied to the configuration of computer 
systems (McDermott, 1982), it has not yet been applied to 
evaluating user satisfaction of ESS systems. The stated ob
jective of the present study is to apply ES and AI to user 
satisfaction of ESS systems. 

Using AI combined with a computerized expert system can 
help resolve some of the aforementioned problems. Accordingly 
a summary of industry statistics is placed in a computerized 
database, which is accessible to users, buyers and sellers by 
telecommunication networks (Kleinrock, 1982). An integrated 
telecommunication network can be composed of multiple local 
area networks (LAN) connected to each other via hard-wired, 
radio, microwave, terrestrial, and satellite communication. 

A diagnostics program interrogates the users about the 
status of their ESS system. For each installation, the sys
tem accumulates user responses and saves them in a data base. 
Subsequently, this diagnostics program weighs the responses of 
the local users, and compares them to the industry standards 
(stored in the data base). Basedonthese comparisons, the 
diagnostics program can make specific technical and non-tech
nical recommendations, which are based on industry statistical 
standards, but are also custom-tailored to a specific ESS 
installation. 

The design of such an expert system basdd on artificial 
intelligence (ESAI) is one of the stated objectives of the 
present study. To accomplish this task, several steps are 
taken. First, the theories of consumer satisfaction are re
viewed to identify and define the determinants of user satis
faction. These determinants along with the overall user sat
isfaction are quantified through a survey questionnaire. Then 
these determinant scores are regressed agairrst the satisfac
tion scores to compute their respective weights and the indus
try averages in the model. Subsequently, the model is tested 
statistically to decide whether it is generalizable to the 
population of ESS users. Finally, if it is generalizable, it 
can then be incorporated into an interactive online ESAI model 
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Such an ESAI model compares industry standards (averages) 
to the averages of an individual ESS installation. It accumu
lates the responses of all the users in an installation. It 
then identifies the ABS system weaknesses, rank-orders, and 
proposes priorities and recommendations for improvements in an 
audit trail report. In addition, it also updates the data 
base, measures the adherence to previous recommendations and 
issues a progress report. This report indicates the gains or 
losses in overall ESS user satisfaction compared to the entire 
industry. 

The above literature review sheds some light on the im
portance of different criterion variables and their considera
tion in the ESAI for ESS systems. System rating information 
could be a very useful tool to managers who are designing the 
acquisition of ESS systems, as well as to vendors, who must 
decide which systems to develop, market, andfor support. 

Measurement of system ratings is quite complex and re
quires a selective of various criterion (independent) varia
bles. It also requires an analysis of these variables to de
termine how they are related to one another. This paper de
scribes the results of a system rating study in which the 
users were asked to respond to many questions. These ques
tions (independendent variables), based on the literature, are 
the primary determinants of overall user satisfaction (depend
ent variable). 

The overall user satisfaction is related to these ESS 
variables with the use of multiple regression analysis. This 
analysis is the basis for the design of an expert system 
(ESAI) for forecasting user satisfaction in a specific comput
er installation. ESAI can compare the current user satisfac
tion to industry standards, past levels of satisfaction and 
desirable future levels of user satisfaction. 

SURVEY METHODOLOGY AND DATA COLLECTION 

This survey was based on results received from questionnaires 
mailed to a very carefully controlled nth sampling from ran
domly drawn subsets of computer user lists. A total of 15,218 
questionnaires were sent to computer users. The specific sub
sets were identified and qualified by a panel of experts. In 
an effort to improve the response rate, and thereby increase 
the statistical validity, the users were contacted twice; a 
first request was followed weeks later by a second request. 
The response rate was 32%, representing 4,597 users, who re
sponded to 4,870 questionnaires (some users evaluated more 
than one computer model). 

Judges invalidated 379 responses, including 179 users who 
rated two different Computers at the same time; another 43 
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users rated more than two different systems simultaneously. 
Datapro (1984) batched the remairring 4,448 valid returns by 
vendor, model, users, and computer types [mainframes or plug 
compatible mainframe computers (maxis), minicomputers and 
small business computers (minis), and desk-toppersonaland 
microcomputers (micros)] as follows: 

Maxis Minis Micros Total 

Users ------------- 1,919 2,192 337 4,448 
Computers --------- 67 93 19 179 
Vendors ----------- 10 28 17 55 

Each questionnaire allowed the user to rate one system. 
The recipient was enocuraged to reproduce the form if he/she 
wished to rate more than one system. For each system the re
sponses were averaged and recorded. Labels were used as ini
tial validation vehicles and for identification and elimina
tion of duplicate returns. Recipients were asked to summarize 
their experiences with the systems currently being used and to 
answer questions about them. 

When returns were received, they were audited by an ex
pert panel. Duplicate responses were invalidated. Also elim
inated were all forws which failed on any of the following 
points: did not identify the manufacturer or model; did not 
withstand a "reasonableness" test; evaluated different systems 
on one form; were forgeries; lacked system ratings; rated non
computer systems, or revealed a vested interest on the system 
being rated. 

METHODS AND PROCEDURES 

A total of 179 computer systems were represented in the sur
vey, The present authors coded and stored the responses to 20 
questions (variables) on the computer (see variable legend). 
The data were tested for validity and consistency. For exam
ple, the percentage values were checked for the range between 
0 to 100. Nonresponse bias was evaluated with an F-test and 
found to be insignificant. 

Multiple regression analysis determined the relationship 
between the overall satisfaction (dependent variable) and the 
independent criterion variables. Some of the assumptions for 
multiple regression are: 1. The sample is drawn randomly; 
2. The relationships among the variables are linear and addi
tive; 3. The regression assumes a multivariate normal distri
bution of variables, equal variance, no multicollinearity, and 
no autocorrelation (Kerlinger and Pedhazer, 1973; Overall and 
Klett, 1973). 
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RESULTS AND DISCUSSION 

The predicted variable (overall satisfaction) is regressed 
over the criterion (independent) variables. This is done by a 
forward stepwise inclusion procedure, in a manner which pro
vides considerable control over the inclusion of independent 
variables in the regression equation (Theil, 1971; Nie et.al, 
1975). 

Table 1 presents the statistics used for the overall test 
for goodness of fit for the regression equation. This table 
shows the multiple R, R squared, the standard error and an 
analysis of variance (ANOVA) for the regression model. This 
step was selected because each additional variable added to 
the model increased the multiple R of the model while having 
an overall F value statistically significant at the .01 level. 

According to these tests we can conclude that the sample 
R square of .818 indicates that 82% of the variation in over
all satisfaction is explained by these independent variables. 
The standard error of the estimate at the 19th step is 4.22. 
This means that on the average, the predicted overall satis
faction will deviate from the actual scores by 4.22 units on 
the overall satisfaction scale. 

TABLE 1 

MULTIPLE REGRESSION 

Multiple R .904 Analysis of DF Sum of Mean 
variance Square Square 

R Square .818 Regression 19 12659.042 666.265 

Adjusted R .796 Residual 159 2825.575 17.771 
square 

Standard 4.216 Critical F 1.88 Calculated F 37.492 
error 

The relative importance of each of the predictor ör inde
pendent variables on the predicted or dependent variable is 
described in Table 2. This relative importance is described 
by the BETA, the change in satisfaction, due to one standard 
deviation change in the predictor criterion variable value. 
These variables and their coefficients are the basis for the 
ESAI model, used in an interactive on-line questionnaire. 

According to Table 2, the model describes overall satis
faction as a function of criterion predictor variables, in 
descending order of their BETA values (relative importance). 
The ranking of the independent variables affecting the overall 
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TABLE 2 

VARIABLES IN THE EQUATION 

Significance Test for Specific Coefficients in the Regression 

Step Variable Std. Error 
No. Name B BETA RANK of B F 

1 Operation .298+0 .260 1 .067 19.865 
2 Trouble Shoot .118+0 .137 3 .051 5.281 
3 Computer .214+0 .194 2 .056 14.494 
4 Programming .125+0 .128 4 .059 4.419 
5 Peripherals .107+0 .101 5 .054 3.970 
6 Compilers .633-1 .084 7 .034 3.472 
7 Education .559-1 .060 10 .057 . 972 
8 Expectations .441-1 .075 9 .023 3.652 
9 Op. System .873-1 .091 6 .054 2.611 

10 Mainframe .391-1 .048 11 .030 1.557 
11 Effectiveness .740-1 .077 8 .052 2.055 
12 Microcomputer .509-1 .042 12 .050 1.050 
13 Minicomputer .222-1 .027 17 .032 .479 
14 Life in Nos. .517-1 .034 15 .054 .914 
15 Rental .966-2 .025 18 .015 .402 
16 Applications .201-1 .029 16 .027 .529 
17 Conversion .277-1 .035 13 .040 .481 
18 Documentation .311-1 .035 14 .051 .374 
19 Lease .385-2 .006 19 .025 .024 

satisfaction of ESS users reveals some interesting results. 
On the one hand, it appears that one standard deviation change 
in the ease of operation and the technical support trouble 
shooting (ranked 1 and 2) have the largest effects on the de
pendent variable. On the other hand, Lease From Third Party 
and Documentation have the smallest effects on the overall 
satisfaction with the ESS system. 

The majority of variables have expanding or positive 
effects on the overall satisfaction except that the variables 
mainframes, life of computer, and rental from manufacturer, 
had a contracting (negative) effect. Interestingly, the nega
tive coefficient of mainframes is substantially smaller than 
mlnls. This may be explained by the greater user control over 
the microcomputer, thus the lesser aversion to them as com
pared to mainframes (Bates, 1982), 

EXPERT SYSTEM FOR ENGINEERING AND SCIENTIFIC 
SOFTWARE DIAGNOSTICS 

Traditionally, experts have been using survey-questionnaires 
to evaluate ESS. Such a questionnaire would usually be 
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In contrast, an on-line interactive data collection 
offers many advantages. Most importantly, selective clarifi
cations are provided by help files and immediate feedback 
becomes plausible. In fact, a computerized expert system 
analyzes the data, immediately after it has been entered, pro
viding immediate feedback and diagnostics to the user. 

The ESS ESAI interactively interrogates the user, about 
the system. User responses are underlined and rec:orded anony
mously in a data-base. Subsequently, the ESAI generates the 
ESS diagnostic:s audit trail. This report rails after the 
interactive questionnaire, providing immediate feedback. 
Later, it may also be used by an internal or external auditor, 
manager, or user for system development. This audit trail is 
self-explanatory. It compares the user's installation to 
industry standards, based on the frequently updated data-base 
information. 

This ESS diagnostics audit trail sorts the report items 
in ascending order of the current deviates, which reflect the 
relative weaknesses (-) or strengths (+) of this installation 
relative to the industry. It generates a current overall user 
satisfaction score, compares it to the prior score, and com
putes the gain or loss in overall satisfaction. 

This ESS ESAI decomposes the change in overall satisfac
tion, and it identifies the sources of the change. Based upon 
that, it also generates prioritized recommendations for fur
ther improvements. The responses of the user, along with the 
diagnostics audit trail are stored in a transaction file, and 
eventually merged with the old data-base master file to form 
the updated master file. 

SUMMARY, CONCLUSION AND IMPLICATIONS 

In summary, the multiple regression has been used to study the 
dependence of overall satisfaction of an ESS system with many 
ESS variables. The overall significance tests of the good
ness of fit of the model have been conducted. The multiple 
correlation coefficieut was 0.904 thus the null hypothesis 
that the correlation coefficient was zero was rejected. 

In conclusion, many independent variables had regression 
coefficients which were significantly different from zero. 
The variables were rank ordered according to their BETA val
ues. Ease of operation was ranked the single most important 
factor for determining satisfaction. Other variables which 
contributed overwhelmingly were as follows: trouble shooting, 
computer reliability, ease of programming, and reliability of 
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peripherals. ESS application invariably has a negative effect 
on satisfaction. However, this effect diminishes as the ap
plications are down loaded from mainframes into minis and 
micros. This may indicate that more attention should be de
voted to ESS user satisfaction, especially for the mainframe 
computers. 

It appears that the satisfaction depends on ease of oper
ation, and trouble shooting while whether a computer is leased 
from a third party, or whether the technical support documen
tation is adequate bad a minimal effect on overall satisfac
tion. The variable, acquisition method, did not contribute to 
any major extent to the overall satisfaction of the computer 
system. Therefore, it was completely excluded from the model. 

The implications of the present study are many. The 
overall satisfaction of system usets can be measured by an
swering certain questions and these results can be very useful 
to system users as well as buyers and vendors. ESS system 
buyers can compare different variables and thus can calculate 
the overall satisfaction they would derive by buying the sys
tem. The vendors and designers can build ESS systems based on 
the criteria which are important to users. Thus, they will 
maximize user satisfaction and eventually increase their sales 

ESS vendors of the computer systems can determine the 
variables which would increase the overall satisfaction of 
their products. Thus, they would be more likely to incorpo
rate some of these features in their systems. This could lead 
to better ESS systems as well as increase research and devel
opment. Vendors could also use these data as a marketing tool 
for their products. If their ESS systems have the features, 
which were highly ranked, they could advertise them and at
tract additional customers. These kinds of studies could pro
mote vendors who are concerned with user satisfaction, and 
provide them an advantage over the competition. 

Most inportantly, this ESAI for ESS provides the buyer or 
user with an effective tool for system selection and upgrade. 
Buyers can evaluate potential ESS systems based on their user 
satisfaction scores, and eventually choose a system that will 
yield the highest satisfaction compared to other systems. 
Current users can evaluate the satisfaction at their instal
lation and compare it to market standards, identifying weak
nesses and strengths. Moreover, they can apply remedial ac
tion to improve their satisfaction and gauge their progress 
by running the ESAI on a regular basis. 

--- VARIABLE LEGEND 

1. Average life of computer systems in months(Life in Mos) 
2. Rented from the manufacturer of the computer(Rental) 
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3. Leased from a third party (Lease) 
4. Hicro computer based (ESS systems) (Hicrocomputer) 
5. Mini computer based (ESS systems) (Hinicomputer) 
6. Hainframe computer based (ESS systems) (Hainframe) 
7. Ease of operation (Operation) 
8. Reliability of the computer (Computer) 
9. Reliability of peripherals (Peripherals) 

10. Haintenance service effectiveness (Effective) 
11. Technical support trouble-shooting (Trouble-Shoot) 
12. Technical support education (Education) 
13. Technical support documentation (Documentation) 
14. Hanufacturer's software operating system (Op. System) 
15. Compilers and assemblers (Compilers) 
16. Applications programs (Applications) 
17. Ease of programming (Programming) 
18. Ease of conversion (Conversion) 
19. Systems meeting user expectations (Expectations) 
20. Overall system satisfaction (Satisfaction) 
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COMPUTER PACKAGE FOR RESERVOIR YIELD ESTIMATION 

Ljubisa M. Miloradov and Slobodan P. Simonovic 

"Jaroslav Cerni", Institute for the Development of 
Water Resources, Belgrade, Yugoslavia 

SYNOPSIS 

The computer package for the single multi-purpose 
reservoir yield estimation based on the implicit 
stochastic model is presented in the paper. A three 
level algorithm is proposed for the reservoir yield 
computation at the first level, the simulation ap
proach is used for computing the objective function. 
The second level gives computation of the seasonal 
reservoir operating rules. The approach used for 
deriving the reservoir operating rules is based on 
the nonlinear unconstrained multivariable programming 
method of M.J.D. Powell. The third level is used for 
estimating the single multi-purpose reservoir yield 
based on the predefined relative level of supply. lt 
is the Fibonacci search procedure that is used for 
the optimization of the reservoir yield at this level. 
The computer package described in this paper has been 
used for estimating the reservoir yield as the first 
stage in the cration of the Water Master Plan for the 
Republ ic of Serbia. 

1. INTRODUCTION 

The Water Master Plan in Yugoslavia is a specific 
planning document needed for the creation of a water 
resources development strategy for an analysed region. 
The time horizon for this kind of document in Yugosla
via is 30 years, and under the existing conditions its 
creation consists of the following four major phases: 

i) water demand analysis (for different purposes 
- with an analysis of the present and future demand); 

ii) analysis of the available water resources 
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(including surface water use, groundwater use and 
reservoi rs); 

iii) generation of alternative solutions for 
satisfying the water demand with the available water 
(considering different technical solutions and other 
economic, quality and environmental aspects); and 

iv) optimal ranking of the alternative solutions 
on the basis of the chosen criteria (economic, 
social, environmental, etc.). 

The proposed concept for the creation of a Water 
Master Plan used for the development of three major 
plans for Yugoslavia, uses the optimization approach 
in two major phases: optimization is first used in 
the second phase when the reservoir yield needs to be 
estimated. Secondly, the multi-objective optimization 
approach is used for the real isation of the fourth 
phase. 

The computer package described in this paper is used 
for the optimal reservoir yield estimation in the 
second phase of the Water Master Plan creation. The 
specific character of the economic, social and pc1 i
tical system in Yugoslavia requires that the approach 
to this problern be stated in a manner different from 
the one known from Iiterature /2, 3, 7, 8/. The lack 
of strong and reliable economic criteria, which is 
typical for developing Countries al l over the world, 
is in this approach replaced by optimizing the 
reliability of the satisfying water demand from the 
reservoir. Since our main aim in this phase of the 
Water Master Plan creation is to determine the quan
tity of water available from the reservoir for dif
ferent purposes (municipal and industrial water supply, 
irrigation, hydropower production, etc.), the specific 
demand is not known. The optimization procedure is 
therefore based on the use of the relative demand 
coefficient which describes the character of each 
demand during the planning horizon. 

2. MATHEMATICAL MODEL FOR RESERVOIR YIELD 
ESTIMATION 

The approach used for estimating the reservoir yield 
belongs to the group of impl icit stochastic techniques. 
The classical im~licit stochastic approach /7, 9/ 
includes: i) 1 stochastic streamflow generation; 
ii) deterministic optimization; and iii) regression 
analysis. The final part i.e. the regression analysis 
is usually used for determining the reservoir Operat
ing rules (releases from the reservoir in terms of 
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storage levels and previous inflow rates). Karamouz 
and Houck /5/ recently proposed an algorithm based on 
the deterministic dynamic programming, as well as on 
the regression analysis and on the simulation for the 
planning of reservoir operation. 

The computer package for the reservoir yield estima
tion as presented in this paper, is based on an algo
rithm which only requires simulation for determining 
the reservoir operating rules. ln order to solve the 
problern of reservoir yield estimation, a three level 
algorithm is proposed. 

Simulation Model - First Level 
The simulation model is based on the continuity con
straints and the reservoir operating policy derived 
at the second level. lf the following notation is 
introduced: 

Rt 
SM IN 
SMAX 

- reservoir inflow during time period t 
(month) as a result of the stochastic 
generation model; 

- reservoir release during time period t; 
- minimum allowed reservoir storage; 
- maximum allowed reservoir storage; 

the continuity equation can be written as fol lows: 

St = St-1 + Qt - Rt 

where 

SMIN EStE SMAX 

for every t ( 1 ) 

( 2) 

( 3) 

A number of authors /1, 5,9/ have tested both 1 inear 
and more complex nonlinear forms of the monthly 
reservoir operating rules. However, Bhaskar and Whit
lach /1/ proved that the quadratic operating rules are 
in many cases as good or even better than the more 
complex rules. The form of quadratic rules used in 
o ur wo r k i s: 

for every t,m=l,2, ... ,12 
where: 

Qm - average monthly inflow in month m; 
15 - relative water demand in month m; 
Am,Bm - coefficients (derived on the second level) 
m - index of calendar month. 
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So, the reservoir operation cou1d be defined as fo11ows: 

i ) Rt max ( 0. <ll t) (5) 

St st-1 + Qt - max (0, <bt) ( 6) 

i f 
SM IN ~ St-1+Qt-max(o, cbt)<'!.';;SMAX (7) 

i i ) Rt st-1 + Qt - SMAX (8) 

St SMAX ( 9) 

i f 
St-1+Qt max(o, d> ) > SMAX ( 1 0) - t 

i i i ) R t St-1 + Qt - SM IN ( 1 1 ) 

St SM IN ( 1 2) 
i f 

max(O, <bt) < SMIN ( 1 3) st-1+ Qt -

The assumption used in the formu1ation of the reser
voir operation was that the reservoir is a multi
purpese one (municipal and industrial water supply, 
irrigation, hydropower production, etc.). Therefore, 
the total water demand in month t (Dt) could be ex
pressed as the sum of the particular water demands 
( d i , t) . 

lt is obvious that different reservoir inflows could 
produce some nonideal reservoir operations this result
ing in water shortages when Rt < Dt· The problern of 
water al location in these cases is solved by applying 
the so called principle of uniform treatment which 
can be expressed as: 

Ll,t = L2,t = .•. = Li,t ... =Ln, t Le, t ( 1 4) 

where: 

Li,t - water shortage (loss) for user i in 
time period t; and 

Le,t - equivalent shortage (loss) in period t. 

Loss functions are assumed to be 1 inear /4/: 

where: 

- r. 1 
I - p i I ' t 'd;-i-,-t-'-r( rl _--.:-p -i ') ( 1 5) 

r. t 
I' p. 
I 

- reservoir releases for user i in period t; 
target supply Ievel for user i in period 
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p i • t 
t (Pi=Pi tldi t)· and 

- reservoir releas~s which produce allow
able expected lasses for user i. 

Assuming that Li,dPi,t) = 1 and that the total amount 
of the released water is the sum of the releases for 
every user, and some transformations of equations 
(14) and (15) we can conclude that: 

N 
Le,t= (1-Rt) I ,L: (1-Pi,t) di,t (16) 

1ft i = 1 Cli,t ---rrt 
and 

r. t 
I' 

CTl;t ( 1 7) 

The flow chart in Figure 1 describes the computation 
procedure at the first level. 

Reservoir Operating Rules Derivation- Second Level 
The main goal at this level is the optimization of 
the reservoir operating rule cb. The objective function 
is the minimization of the total water shortages. The 
optimization problern is nonlinear and can be stated 
in the following form: 

minimize LOSS for m 1 '2' ....• 12. ( 1 8) 
/Am,Bm/ 

The variable LOSS can be expressed a s: 

1 T N 
LOSS = T L. r= Li , t t=l i=l 

( 1 9) 

where Li t are computed at the first level applying 
equations (1) through (17) subject to the boundary 
condition: 

5 0 = (SMAX + SMIN)/2 (20) 

The flow chart expressing the computation procedure 
at the second level is shown in Figure 2. 

The Reservoir Yield Estimation - Third Level 

At this level, the optimization task is to estimate 
the reservoir yield. The assumptions used in the pro
cedure of optimizing the yield are: i) known reservoir 
capacity, and ii) known relative demand coefficients 
for every reservoir purpose. 

The relative reservoir yield is expressed as: 
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<b =A D +E 
t m t m 

.;;SM IN 

L e,t N p· d f= ( l _ _I _, t_ ) ____!_._!_ 
r=J d. D 

I , t t 

( i =1, ••. ,N) 

;;.. SMAX 

Fi~ure 1. - Fla.~ chart of the fi ~st level 
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P (I L) =P new 
fT' fT' 

(fl'=l ,2' ... ,24) 

YES 

NO 

A. (IL)=.A, ( 1 2 12) rn mo m= , , .. , 

Afl'+l 2 (1L)=Bmo (m=1,2, .. ,12) 

1 T N 
L0SS=T L L 

t=l i=l 
L. 

I , t 

Ficure 2 . - Flow chart of the second Ievel 
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T N T N 
ol= (Tl L L d i ' t ) I (+ L Q t ) = ( L w i ö) I 

t=l i=l t=l i=l 

-
/Q D /Q ( 2 1 ) 

where: 
~ relative reservoir yield; 
~i - demand coefficients (weights); 
0 - average monthly water demand; and 
Q average monthly reservoir inflow 

The optimization criterion is given as: 

N T 
minimize (L j r i • :t N)2 

[oL} i=l t=l D i, t Pi 
(22) 

subject to 

cf_?!:- 0 ( 2 3) 

The average monthly water demand (Öi) is also comput
ed by estimating the yield value (oC.). The computation 
procedure at the third Ievel is shownon the flow 
chart in Figure 3. 

3. PROGRAM PACKAGE 

The described computation algorithm is realised as a 
computer program package in the FORTRAN IV language 
for the VAX 11/780 computer. The program consists of 
a main program and of subroutines FIBON, POWELL, 
BOTM, FUNC and LINEAR. 

The input data bases are divided into the following 
two groups: 

i) Hydrological data base consisting of several 
generated inflow sequences of fifty years. These data 
are obtained by external ARMA model based on the 
historical sequence of data. 

ii) Reservoir data base consisting of the 
reservoir capacity (SMAX and SMIN), reservoir volume 
curve, relative water demand coefficients for every 
reservoir user, and target yield reliability. 

The final computation results are printed from the 
main program. The main result is the optimal reservoir 
yield (cL). The additional results are contained in 
the table showing the available water per month for 
every user in each time period (month), and their 
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ol(IY)=ci.e 

I I LEVEL 

J N T r. 2 
Y ( 1 , t N) 

IY+1= T ~ t;:, di ,tpi-

YES 

NO 

Fiaure 3. - Flow chart of the third Ievel 



www.manaraa.com

4-26 

corresponding average values computed by simulation 
model at first level. The final resülts also contain
ed in the rel iabi 1 ity table for each user and the 
shortages are shown tagether with the probabil ity 
of occurrence. An example of the output tables is 
shown in Appendix 1. 

The Subroutines Description 
FIBON is the main subroutine for the reservoir yield 
optimization (third level). The objective function 
and the constraints are described in the previous 
chapter by equations (22) and (23). The procedure 
for optimizing the one dimensional constrained non
linear function is based on the Fibonacci search /6/. 
This subroutine is called from the main program. All 
the iterations can be printed in a special output 
f i 1 e. 

The POWELL subroutine is used as a tool for optimiz
ing the reservoir operating rules (second level). 
The value of the objective function at this level is 
computed by using the simulation procedure. The 
mathematical form of the optimization problern solved 
in this routine is given by equations (18) and (19). 
This unconstrained multivariable nonlinear problern 
is solved using M.J.D.Powel l's feasible direction 
method /6/. The routine POWELL is called from the 
FIBON subroutine and its intermediate results can be 
printed in aseparate file too. 

The BOTM subroutine is called from POWELL and it is 
used for the singlevariable search optimization of 
the reservoir Operating rules. 

The FUNC subroutine is called from BOTM and it is 
used for the specification of the objective function 
for the Powel 1 method. 

The LINEAR function subroutine is used for the 1 inear 
interpolation of the reservoir storage curve. This 
Subroutine is used only if energy production is one 
of the reservoir users. 

CONCLUSIONS 

The paper presents the computer program used for the 
optimal reservoir yield estimation and it describes 
the mathematical model appl ied for computation pur
poses. This program has been created for satisfying 
specific optimization demands within the Water Master 
P 1 an. 
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The program is very efficient although it uses the 
iterative procedure at two Ievels. lt contains about 
900 instructions and takes about 11 CPU minutes on 
the VAX 11/780 for the reservoi r wi th three users. 

The obtained results within the program package of 
one appl ication have proved to be very useful in the 
further steps of the Water Master Plan creation. Up 
to now, the program package has been used for the 
cptimization of the reservoir yield for about 100 
reservoirs in Yugoslavia. 
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AN EXPERT SYSTEM FOR PRELIMINARY NUMERICAL DESIGN MODELLING 

K.J. MacCallum and A. Duffy 

Department of Ship and Marine Technology, University of 
Strathclyde, Glasgow 

1. INTRODUCTION 

From the earliest days of Computer Aided Design (CAD) there 
has been a clear recognition that establishing effective 
communication between the computer and the designer is 
crucial to the development of a productive design system. 
Early papers on the philosophy and concepts of CAD stated 
quite clearly that man and machine had to work tagether in 
a co-operative environment; and a few systems were 
developed to show the potential of this kind of approach. 
A fine example of the appreciation of this potential is given 
in a paper by Robert Mann and Steve Coons in 1965 (1). In 
this paper, they state: "lt is clear that what is needed if 
the computer is to be of greater use in the creative process, 
is a more intimate and continuous interchange between man 
and machine. This interchange must be of such a nature that 
all forms of thought that are congenial to man, whether 
verbal, symbolic, numerical, or even graphical are also 
understood by the machine and are acted upon by the machine 
in ways that are appropriate to man's purpose." The emphasis 
on the computer's understanding of man's purpose and on 
communication at the level of thought are significant. 

Despite the early suggestions, an examination of 
developmentsin CAD systems leads to the conclusion that the 
greatest advances in the application of computers to 
engineering design have been the assistance in "number 
crunching'' for design analysis, and the development of 
specialised systems for limited design tasks. Parallel 
improvements in man-machine communication have been achieved 
through improved availability and accessibility of computing 
power and significant advances in computer graphics, 
providing a more acceptable medium for exchange of information. 
However, even those advances have not made significant inroads 
into the problems of advanced communication. Dnly recently 
with increasing emphasis on product modelling has there been 
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a gradual awareness that CAD systems require a much deeper 
level of user knowledge and problern knowledge than is currently 
normal. It would seem, therefore, that much of the early 
potential of CAD has not yet been realised. 

The work described in this paper addresses itself to this 
goal. It is argued that progress towards the goal can only be 
made by building into design systems a greater understanding of 
man's purpose. The key to this is to build systems which have 
explicit knowledge and are able to manipulate that knowledge 
and reason with it. The concept of "expert systems" is built 
on this approach. This paper describes a system called 
DESIGNER which is an expert system concerned with building 
and handling knowledge of numerical relationships in 
preliminary design. The system is illustrated and evaluated 
using examples from preliminary ship design. 

2. THE NATURE OF THE DESIGN PROCESS 

Before looking at ways of representing design knowledge, it 
is worthwhile examining the design process itself in order to 
understand what contribution we can expect computers to make. 
A key characteristic of much of engineering design is the 
complexity of the objects or systems of interest. Typically, 
a system will have many components, each of which will be 
related in different ways to other components through their 
characteristics. A designer's task is to create a 
specification for such a system, given a set of required 
functional objectives to be achieved in a given environment. 
The designer will rely on measures of performance, both 
objective and subjective, to select the most promising 
concepts for evaluation. However, complexity prevents the 
designer evaluating all concepts in detail; instead the 
design is broken down into parts and each part is tackled in 
a number of stages corresponding to levels of detail. Ear lier 
stages have the least detail and use only the parameters which 
have the greatest influence on the overall design performance, 
whereas later stages operate within the constraints of 
previously defined parameters. A crucial Feature of this 
approach is that individual stages are more tractable because 
the number of independent parameters and their interactions 
are reduced. 

A conclusion which can be drawn from this brief 
description of the design process is that a designer's First 
expressions of concepts are in terms of objects, their 
characteristics, and the relationships which exist among them. 
One way of viewing design is as a process of modelling in 
which the above expressions constitute the model. Thus in 
every situation the designer creates some kind of abstract 
model which simulates some aspect of the behaviour of the 
thing being designed. In fact it is likely that, for each 
concept, the designer handles a variety of models 
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simultaneously, each one representing a different abstraction, 
but being consistent with the other. The models are 
essentially mental models but will be formalised through 
graphical, numerical, logical, and physical means. The 
creation of a model, which is a process of synthesis, is 
difficult to formalise. Evaluation of a particular model, 
however, is a process of analysis. It requires effort and 
sometimes ingenuity; but in most cases the procedures of 
evaluation are well defined. The overall design process 
involves establishing and collecting a variety of models, 
interchanging synthesis and analysis, and allowing interaction 
between design objectives and model specifications (2). 

In summary it is useful to identify some important 
characteristics of the design process: 

(a) creative - it requires imagination and inventive
ness to build conceptual models. As a result of 
creative activities, the form and structure of 
these models may change or develop as the design 
proceeds. 

(b) multiple solutions - there can be many answers 
to a given design problem, all of which may 
achieve the objectives, and may thus be 
technically and economically feasible. Thus 
the design process is not deterministic. 

(c) empirical - the process of creating and 
evaluating a model does not always follow well 
formalised rules with good theoretical bases. 
Very often relationships are of an empirical 
nature. 

(d) approximate - because design is a modelling 
process which uses empirical relationships, 
the results obtained are generally approximate. 
Accuracy increases as the design proceeds and 
greater levels of detail ~re included. However, 
the concepts of expected and acceptable accuracy 
are important to the designer. 

(e) requires expertise - the designer uses his 
expertise in many different ways during design, 
with respect to relationships used, the actual 
design process, and even in the judgement of the 
acceptability of proposed solutions. 

These characteristics are most in evidence at the 
creative or preliminary stages of design during which basic 
concepts are being developed. However, the same character
istics are the ones which in many senses are the most 
difficult to computerise, involving intuition, experience, 



www.manaraa.com

4-36 

approximation and empiricism. It is hardly surprising, there
fore that conventional approaches of CAD to the creative stage 
of design have had limited success. 

3. EXPERT SYSTEMS APPROACH 

Dne of the most promising developments in the use of computers 
in recent years has been the work on expert systems (3). Its 
significance is that it addresses itself to providing computer 
systems which are able to make a "knowledgeable" contribution 
to complex problems in a specific domain or field of interest, 
that is, to act as an "expert". A human expert is someone 
who has a specialised body of knowledge and is able to apply 
it to solve problems, to advise, to act as a consultant, 
and to communicate his knowledge with others. An expert 
system is a computer system which is able to enact a similar 
role. The major advance of expert systems compared to more 
conventional software systems is the explicit representation 
and manipulation of a body of knowledge. The "knowledge base" 
can be used by the system in solving problems, in its own area 
of relevance, and can be added to directly by the human 
expert or by the system itself. 

There are several important features in expert systems 
which make them capable of tackling problems of great 
complexity. The first of these is a description and 
representation of knowledge in some formalised language. 
This immediately makes the knowledge base available and 
understandable to its users, and allows experts to examine 
and modify the system's knowledge as new situations are 
encountered. The second important feature is the system's 
ability to reason using a combination of known facts and 
generalised relationships in the knowledge base. Because 
the reasoning mechanisms and their control can be structured 
separately from the knowledge base it is easier to express 
problems for solution. A third feature is the system's 
ability to provide explanations of the steps taken to reach 
a conclusion. This follows naturally from the formalised 
representation of the knowledge. 

While many simple expert systems have used the knowledge 
representation and control techniques adopted in earlier 
successful research work (4), there are still many areas of 
concern for the langer term development of expert systems. 
Same of these are the representations for new types of know
ledge such as common-sense knowledge and uncertainty, 
required depth of knowledge, control over the use of knowledge, 
and the use of logic systems. 

Michie (3) has identified three different user modes for 
an expert system in cantrast to the single mode (getting 
answers to a problem) typical of the more familiar type of 
computing: 
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a) user as a client - system acts as a consultant 
from whom the user wishes to get answers to problems. 

b) user as a tutor - system accepts instructions from a 
domain specialist to improve or refine its knowledge. 

c) user as a pupil - system can use its expert knowledge 
to instruct users in certain approaches. 

Ta these three modes it is probably useful to add a fourth: 

d) user as an assistant - system interacts with user 
to encourage user to find a solution to a problern 
with guidance advice and stimulation from the system. 

It is this last mode which is most relevant to the design 
situation. The work described in this paper is based on the 
contention that the approaches being taken in expert systems 
provides a key to realising the potential of CAD. For many 
years now we have been building complex CAD systems which 
contain increasing amounts of knowledge. However, that know
ledge has been highly constrained to particular methods, and 
has been implicitly rather than explicitly available. 
Systems based on ideas of explicit knowledge representation 
and reasoning, offer the possibility of greater productivity 
in the contribution they make to man-machine communication. 

4. A DESIGN ASSISTANT FDR ~UMERICAL DESIGN 

From the discussion of the previous section it is concluded 
that any system which intends to take a more active role in 
a design dialogue must have the following features: 

- a powerful semantically rich interface 
- a highly flexible design modelling and 

modification system 
- an understanding (at least superficially) 

of design concepts and goals 
- a capability for abstraction 

a method of capturing and using expertise 
in a useful way 
an ability to explain its own reasoning 
processes. 

While we are still some way from achieving all these features, 
they indicate the direction of recent design system trends. 

This section describes an approach to creating a design 
assistant for numerical design based on this philosophy. The 
system, called DESIGNER was constructed to meet the following 
requirements: 

a) flexible representation of user's design models; 
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(b) ability to modify models, adding new design 
parameters or relationships, durinq the desiqn 
process; 

(c) ability to represent designer's expertise with 
respect to numerical modelling; 

(d) provide Feedback to the designer on the nature of 
relationships implied by a model; 

and (e) variety of levels of control of tile desiqn process 
by the designer. 

The requirements place emphasis on providing adequate 
knowledge representations and control rather than on the user 
interface. Thus the system will be described in terrns of its 
knowledge structure before providing methods and examples of 
use. 

4.1 A Network Model of Design 
To define and illustrate the role of relationships in the 
numerical design process, it is valuable to have a rnore 
formalised way of presenting rnodels. DESIGNER presents a 
model as a directed network. In such a network, the various 
nodes represent the characteristics of interest, and a link 
between two nodes represents a dependency as contained in 
some relationship, the direction of the dependency being 
shown by an arrowhead. Thus Fig. 1 shows that the volume 
of a box depends on its length, its breadth, and its depth. 
The three dependencies tagether are contained in '' sinqle 
relationship: 

Volume = Lenqth x ßreadth x Depth 

LENGTH 

BREADTH ------------- VOLUHE 

DEPTH 

Fig. 1. Dependency Network 

which allows volume to be calculated from these three character
istics. A more realistic example, which represents a simplified 
preliminary stage of ship design is shown in Fig. 2. 
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Fig. 2. Network for Preliminary Design 

Several important points can be made in general about the 
approach of network modelling: 

a) While some relationships are fixed in their form, 
either because they follow physical laws or they are 
defined by legislative requirements, many design 
relationships are of an empirical nature. Thus 
the results of using such relationships can only 
be considered to be approximately correct. 

b) Again because of the empirical nature of numerical 
design, a particular characteristic may have a 
number of valid relationships for estimating a 
value. The choice of which relationship to use in 
a particular situation will be related to particular 
contexts, degree of detail being considered, 
availability of other information, and other 
expertise. 

c) The network model can be considered to represent 
the network of currently active relationships. 
Thus the model can change with the progress of 
design. 

d) In Fig. 1, if the Valurne depends an Length, then 
Length can be considered to influence Volume, i.e. 
a change in the value of Length will affect the 
value of Volume. Thus the inverse of the dependency 
network is an influence network. The effect of any 
characteristic on another can be determined by 
tracing through all the intermediate paths in the 
network. 
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e) Some relationships may need to be used in a number of 
different forms depending on a designer's approach to 
a problem. For example, in Fig. 1 it would be just as 
correct in some situations to redraw it so that Length 
is dependent on Volume, Breadth and Depth. 

In conclusion, the directed network is a useful way of modell
ing numerical design. However, it rapidly becomes complex to 
visualise, and can only illustrate an active network within a 
much more detailed network. 

4.2 The Characteristic Frame 
Knowledge about a characteristic is encapsulated in a "frame" 
of knowledge, that is a formalised structure containing 
relevant information in "slots" ( F ÜJ. 3). The main i tems of 
knowledge which are available to the user through his 
actions are: 

a) a name - by which the characteristic can be referenced; 

b) an explanation - an extended name which can be used 
for fuller explanutions or for more complex 
referencing; 

c) a current value - representing the latest answer 
calculated for this characteristic truncuted to a 
value conslstent with the known accuracy of the 
calculated value. A value may be "unknown"; 

d) accuracy - a measure of the accuracy of the value 
calculated,expressed as a likely error in the value; 

e) units - the units in which the value has been 
measured; 

f) relationships - a set of nurnerical relationships, 
any of which could be valid for estirnating a value. 
Each relationship, in turn contains a list of 
dependent characteristics, the actual relationship, 
a list of conditions which have to be satisfied before 
the relationship is considered valid, and a list of 
conditions which have to be satisfied before the 
characteristic is updated with the generated value. 
Each relationship also has associated with it a 
reliabili t y. 

g) influences - a list of characteristics which this 
characteristic is known to influence with the 
currently active network. Associated with these 
influences is a "strength" indicating the degree of 
influence. Strength is equivalent to a nurnerical 
derivative. 
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Name 

Explanation 

Value 

Accuracy 

Units 

Relationships ............ relation 

~ 
Influences reliability 

characteristic pre-conditions 

strength post-conditions 

next f-+ next -
Fig. 3. Characteristic Frame 

4.3 The DESIGNER System 
The network model and the characteristic frame tagether des
cribe the underlying structure of DESIGNER. Superimposed on 
that structure are mechanisms to control the use and 
propagation of characteristic values and relationships, and a 
user interface which allows the designer to express his model, 
his expertise, his goals and his control over the design 
process. 

A user would normally expect to start a particular problern 
with a set of characteristics and for each, a list of relation
ships available. He may then decide to provide some parameter 
values he knows, or simply to ask for an "estimate" of values 
for some performance variables. As he proceeds through 
evaluations of the model, he may add new relationships tagether 
with conditions under which it is appropriate to use them. At 
any point, the system will provide information on the strength 
of influence between any pair of characteristics. Eventually 
the user will feel that he has reached a situation which 
meets his goals to some acceptable degree of confidence and 
will move to a more detailed stage of design. 

Two basic actions taken when using DESIGNER are ESTIMATE 
and UPDATE. ESTIMATE is used to obtain a value for a charact
eristic from known values of other characteristics using a 
valid relationship. Where a relationship requires a charact
eristic value which is not available, one of two things 
happen; either the system asks the user to provide a value, 
or if an automatic search mode has been set, the system calls 
ESTIMATE recursively until all values are resolved. There is 
an important side-effect of using ESTIMATE. Every time a 
relationship is used, each of the input characteristics can 
"learn" something about its own role in the network. In 
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particular it learns of one other characteristic which it 
directly influences and the strength of that influence. This 
learning process is the basis of the system creating an 
influence network. 

Each time ESTIMATE is used, the system has to find a valid 
relationship. In practice a single characteristic may have a 
number of relationships which are valid in a particular context. 
In this case the system selects the relationship which has the 
highest reliability measure. It is open to the user when asked 
for a value for a characteristic to respond "UNKNOWN". The 
implications of this is that the recursive list of relation
ships which are depending on this value fail and some alternat
ive relationships, perhaps of lower reliability, need to be 
tried. 

The UPDATE operation is used to allocate a known value to 
a particular characteristic. In addition to updating a value, 
it uses its knowledge of influences to do two things; first 
it traces through the influence network to mark all influenced 
values as inconsistent, and secondly it warns the user of the 
immediate effects of his action. If the system is in automatic 
propagation mode, then it will follow through all the 
implications of these influences, calling UPDATE recursively. 

The system is always able to provide the user with infor
mation about the current model structure, and a characteristic 
knowledge including its influences. At any stage the user can 
determine the strength of influence of one parameter on 
another; the system using its knowledge of immediate 
influence strengths to derive these. In addition, the system 
can exolain how values have been derived, identifying the 
relationships which were successfully selected, and the 
characteristic values used in their evaluation. 

Throughout the evaluation process of a network model, 
the system maintains a concept of approximation of derived 
values. Inaccuracy in a derived value is expressed to the user 
as a value ± tolerance. In general, inaccuracy in a value 
depends on the reliability of a relationship used, and the 
tolerances which already exist on the dependent characteristic 
values. Those inaccuracies can be propagated through the net
work in a manner similar to strengths, providing the user 
with soundly based measures of the degree of approximation 
in results obtained. 

5. EXAMPLES OF USE 

To illustrate DESIGNER and the features just described, a 
simplified preliminary ship design problern will be considered. 
The design model is similar to that shown in Fig. 2, but to be 
more realistic, it includes a number of multiple relationships. 
Table 1 summarises the main parameters included in the model, 
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and the number of relationships which have been defined for 
each model. The objective of the design process is to select 
a set of values for the main dimensions (L, B, T, D and CB) 
such that it meets requirements of deadweight (DWT) and speed 
(V). Simple empirical relationships have been taken from 
published sources to create this basic model. For the purposes 
of the example, the requirements are taken as a deadweight (or 
payload) of 22,300 tonnes aßd a trial speed of 14 knots. The 
designer as a first step assumes that a reasonable value of 
displacement is 26,000 tonnes and of beam/draught ratio is 2.4. 
He then inputs to the system: 

Update V with 14; Update BT with 2.4; 
Update DISP with 26,000; Estimate DWT 

SYMBOL EXPLANATION ND. OF 
RELATIDNSHIPS 

B moulded beam 4 
BT beam/draft ratio 1 
CB block coefficient 2 
D moulded depth 3 
DISP moulded displacement 1 
DWT full deadweight 1 
GM initial stability 1 
L LBP 4 

POWER shaft power 1 
T draught 3 
V trial speed 0 
WEIGHTS lightship mass 1 

Table 1. Key Parametersand Number of Relationships 

The svstem responds to the Estimate by recursively 
searching for valid relationshios for which information 
is known or can be supplied by the user, producing as it goes 
the following set of values: 

L 
CB 
T 
B 
D 
POWER 
WEIGHTS 
DWT 

143.35 m 
0.80 
9.60 m 

23.05 m 
13.54 m 
7351 Kw 
5201 tonnes 

20799 tonnes 
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The system's explanation of how these values were derived 
shows the specific relationships which were used. Alternative
ly, the system could be required to print out its search process 
as it goes along. An extract from this is given below: 

B ESTIMATE 
PHYS BEING TRIED 

B DEPENDS ON [DISP L T CB] 

T ESTIMATE 
PHYS BEING TRIED 

T DEPENDS ON [DISP L B CB] 
B CURRENTLY BEING ESTIMATED 
THIS RELATIONSHIP NOT SUITABLE 

SOLVE BEING TRIED 
T DEPENDS ON [DISP L BT CB] 

CB ESTIMATE 
EMP BEING TRIED 

CB DEPENDS ON [V L] 

ESTIMATE OF CB IS O.HO 

OF T IS 9.60 

OF B IS 23.05 

It is worthwhile noting in this case the failure of valid 
relationships because of lack of information, followed by an 
attempt with an alternative relationship. The names of the 
relationships being tried have been provided during the 
definition of the model. 

The overall result from this first estimate is that the 
deadweight is too low by about 1500 tonnes. Using the strengths 
feature, the system reveals that an increase in deadweight of 
about 1500 tonnes could be achieved by increasing DISP by about 
1750 tonnes. The effect of changing beam/draught ratio is 
negligible. Thus DISP can be "UPDATED" to 27700. Normally 
the system will respond by warning the user of the immediate 
influences of this update; in this case: 

The following will be affected by DISP 

Deadweight 
B 
T 
L 

If the automatic propagation mode was set then these immediate 
influences would be followed through making the remainder of 
the network consistent. Alternatively, the user can again ask 
for deadweight to be estimated. In this case the overall 
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As yet no unreliabilities have been mentioned, even though 
they should be associated with the relationships being used. 
If these are included using data from a range of available 
vessels then the latest set of values printed out would have 
read: 

L 146.41 ± 4.39m 
CB 0.80 ± 0.02 
T 9.79 ± 0.21m 
B 23.50 ± 1 .11m 
D 13.81 ± I'J', 75m 
POWER 7652 ·± 1056. Kw 
WEIGHTS 5442 ± 668 tonnes 
DWT 22258 ± 668 tonnes 

With this level of approximation in the relationships, the 
deadweight requirement is well within the bounds of the answer. 

The design process continues with an estimate of stability 
(GM). The value of 1.69 ± 0:93m is unsatisfactory and so 
further changes are required. The designer finds from the 
system that beam/draught ratio, and beam and draught them
selves are the parameters which most influence GM. However, 
he feels that beam should not increase and thus decides to 
achieve his requirements of GM by changing draught, and keep 
his deadweight requirement by changing Length. The final 
set of values is: 

L 151.32m 
CB 0.81 ± 0.02 
T 9.50m 
8 23.50m 
D 13.39 ± 0.67m 
POWER 7731 ± 1033 Kw 
WEIGHTS 5629 ± 658 tonnes 
DWT 22288 ± 658 tonnes 
GM 1. 95 ± 0.92 

It is of interest to note that this last sequence of operations 
changed the independent variables from beam/draught ratio and 
displacement to length, beam and draught. Thus the relation
ships used and consequently the network of dependencies and 
influences has changed. A second point of note is that a 
change now to one of the independent variables in automatic 
propagation mode would result in both deadweight and GM being 
updated. This is now a different effect from just "estimating" 
deadweight, which would leave GM as inconsistent. 

6. DISCUSSION 

This paper has been concerned with presenting an overall 
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knowledge-based approach to handling numerical relationships 
in the preliminary stages of design. The last section 
illustrated the system by stepping through a simple ship 
design example. A number of features of the system were not 
presented since the aim was simply to convey the "flavour" of 
the system and to illustrate the overall concepts involved. 
However, it is worth emphasising a number of points with respect 
to the DESIGNER system and the examples used: 

a) there is complete flexibility to set up large 
varieties of design models; i.e. there is 
nothing in the DESIGNER system which is related 
specifically to ship design; 

b) the user of the system has a large degree of 
control over the process of design, both in 
terms of the sequence of steps and the rate of 
progress; 

c) in defining the model for the example, there 
were no assumptions made about what information 
would be available; neither were there 
assumptions about the way the user would approach 
the design process; 

d) the system uses built-in expertise to look for 
suitable relationships. Thus, only a part of 
the total model definition is active at one time; 

e) the system learns about influences and strengths 
of influence through the use of the model. The 
results of this can be used to provide guidance 
to the user about possible solution areas. 

Despite the achievements of the system in taking a step 
towards a more knowledgeable design assistant, there are a 
number of areas in which research is still required: 

a) the present system deals only with numerical 
relationships. The other major aspect in any 
early design considerations is spatial 
arrangement. Although the present system 
allows graphical output of design trends or 
geometric representations, it cannot be con
sidered to "know" about spatial arrangements 
in the same way that it knows about characteristics; 

b) the major focus of attention has been to provide a 
flexible and rich set of facilities for handling 
numerical design problems. Little attention has 
been given to providing the most effective inter
face for handling this knowledge-based system; 
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c) because of the complexity of the system careful 
study needs to be given to providing the 
correct level of communication between the 
human designer and the DESIGNER system. This 
is more than just an interface problem; it 
implies a deeper modelling of the user and 
the system; 

d) any long term accumulation of expertise by the 
system relies on relationships provided by 
designers. There should be links to design 
data bases which would allow relationships to 
be extracted and added to the system. 

7. CONCLUSIONS 
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It has been stated that CAD still has considerable potential 
for advancing the process of design, and that recent develop
ments in expert systems and knowledge-based systems currently 
hold the key to releasing some of that potential. 

A system, called DESIGNER which is based on these 
developments has been presented. This demonstrates a number 
of features which are normally difficult to achieve in more 
conventional CAD systems. However, there are clearly many 
areas which require further research and development. 
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A NON - DETERMINISTIC APPROACH TO THE COMPUTER AIDED 
DESIGN OF THE ELECTRICAL MOTOR 

I. Fucik, v. Klevar, J. Pistelak 

Research Institute for Electrical Machines, Brno, CSSR 

1. INTRODUCTION 
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One of the charaoteristio trends we witness in the design 
and production environment today is the ever inoreasing 
urge for aocelerating the innovarion rate. Electrical 
machines represent the classioal product of electrical 
engineering industry. The design methods are thoroughly 
understood. Most of the computations have been automated 
in the form of batoh mode computer programs. When design
ing a modern machine a vast number of limitations,national 
and international parameters and dimensions standards as 
well as complex optimum criteria have to be taken into 
account. At the same time, however, the number of special 
machines or special modifications increases. Under these 
circumstances the application of CAD systems has been an 
obvious choice. 

The first attempts to use CAD systems for eleotrioal 
maohines revealed somewhat speoial peculiarity of their 
design - an unusually high share of diverse computations 
needed to define the basio geometry of the maohine. 
Without a substantial aid of purpose - oriented program 
modules the general and universal tools - the drawing or 
modelling systems - are rather inefficient and oumbersome 
to use in practice. 

The traditional deterministic software packages for the 
electrical machines have been based on modelling the 
manual design process and oopying its phases into a rather 
rigid succession of interactive program modules. The 
system of this kind has been used successfully for the 
design of unified series of induotion motors. The basio 
oonoeption of all series members must be the same and 
known well before the system is created and - together 
with all possible variante - it must be incarnated into 
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the program. In practice, the low flexibility of such a 
purpese - written system proved to be its main bottleneck: 

a new conception of the machinc results in costly 
modification of the system 
the user is forced to follow strictly the system 
requirements 
the system is not generally usable and expandable 
for othcr types of machines 
the system cannot "learn" without extensive 
programming costs. 

To overcome the drawbacks a kind of simplified knowledge 
- based system described in the contribution has been 
suggested as a possible improvement. The system is non
- deterministic from the user's point of view. 

The user specifies his problern and the system offers a 
possible solution. The system data-base stores the results 
of successful solutions as well as the information 
concerning the methods used. 

2. STRUC'!tJRE OF THE SYSTEM 

The structure of the system comprises five levels (Fig.1). 

The first level is represented by the user who specifies 
the problern to be solved. 

The second level comprises a monitor module. The monitor 
is the basic tool for communication between the user and 
the system. The monitor includes a user command interpreter 
with an interface for various input/output devices. The 
monitor analyses the commands and exercisses control ovcr 
the rest of the system accordingly. 

The third level contains two fundamental subsystems - the 
information system and the supervisor. The information 
system provides the tools for passive in!ormation 
retrieval from the system when no new data are created. 
The supervisor can be divided into three purpose-oriented 
modules: the predictor, the data-manager and the program
- manager. The predictor looks for the system tools 
suitable for solving a particular problern according to 
the user specification, the data in the model and the 
information stored in the knowledge-base. Generally, thc 
task of the predictor is to search through the relation 
base until a terminal relation is encountered (see chapter 
2.1). The control is passed to the data-manager module 
then. This module manipulates the data for theforthcoming 
active process (chapter 2.3). According to the input 
descriptor table of the active process it draws data from 
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the model and - if missing - from the user through the 
monitor. \Vhen the input data file is complete and checked 
the control is passed further on to the program-manager. 
The program-manager module controls the run of the active 
process and takes care of non-standard or non-regular 
situations. 

The fourth level comprises the data access tools for the 
heterogeneaus data structures down in the fifth level. 
The data access tools are represented by the data control 
system consisting of two subsystems - the model control 
and the data-base control.The model control subsystem 
provides the data path to the dynamic data structure in the 
model. The data-base control system enables the data flow 
from the static data-base CAD/CAM and the knowlcdge-base. 

The fifth level represents the data level divided into 
three separate parts. The machine model is a dynamic data 
structure. ~~en starting the design of a machine this 
model is empty. As the design proceeds more and more data 
are generated and stored in the model. In the end the 
model represents a complete data model of the new machine. 
The CAD/CAM data-base is a traditional static data-base. 
It stores information on successfully designed machines, 
the production and material parameters as well as other 
relevant data providing the general data support for the 
design process. 

The remaining module in the fifth level is the knowledge
- base, the conceptual core of the system. The "knowledge" 
in the previous systems has not been separately defined; 
rather, it has been reflected only in the rigid algorithm 
of the solution program. 

The knowledge-base of the system suggested can be divided 
into two parts - the method - base and the relation - base. 

Tne method - base stores all the methods of solutions for 
those problems known to the system. A "method" within the 
terms of the system represents a program for solving 
particular technical problem together with its input/output 
descriptor tables which (running as the active process) 
generate new data. In a way, the method - base is a program 
library of a special form. The method is considered to be 
the final tool for solving a problem. 

The relation - base stores the information concerning the 
solution of various problems in the form of relations. The 
relations describe the relationship between the problem to 
be solved and the method at hand. The relation-base 
contains a hierarchy of knowledge accumulated in the form 
of logical successions of necessary steps for solv.inß the 
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design problems. 

2.1 Relation-base 
The relations in the relation - base represent a set of 
logical triads. A triad consists of three categories: 

( PROBLEM ) - ( SIGNIFICANT - DATA ) - ( SOLUTION ) 

The (PROBLEM) category defines the name of a particular 
problem. This information enables the predictor to find 
whether the system knows this problern or not. More than 
one relation with the same name in the (PROBLEM) category 
are allowed as more solutions can be acceptable for the 
given problem. The suitable solution is chosen with the 
help of the next category. 

The (SIGNIFICANT - DATA) category contains a list of 
parameters relevant for the decision whether the solution 
is acceptable for the concrete problem. The list is 
accompanied by the table of limits for each parameter. 

The (SOLUTION) category comprises the information about 
the method leading to the solution of the problem. There 
are two types of relations according to the information 
in this category: 

the non-terminal relation 
the terminal relation. 

The non-terminal relation contains a list of references 
to other relations. In this case, the "solution" offered 
is a decomposition of the problern into a succession of 
lower-level problems. 

The terminal relation contains a single reference to a 
method (an active process). 

\'lhen the user specifies his problern (by its "name") the 
predictor retrieves all the relations with the same name 
in the (PROBLEIJI) category. If the search is successful 
(the system knows the problem) the predictor calls to 
retrieve the real values of variables according to the 
parameters listed in the (SIGNIFICANT - DATA) category. 
The values are looked for the model or - if not present 
yet - asked from the user. After comparing the real 
values of significent data drawn from the model with the 
limitS allowed in (SIGNIFICANT- DATA) category the system 
chooses the permissible relations and offers the solutions 
listed in their (SOLUTION) category to the user. The user 
is to make the final choice - if there is any left. After 
this decision the system either starts the appropriate 
aotive process if the relation was a terminal one or 
repeate the procedure again to find the solutions of the 
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new lower grade problems one after another if the relation 
was a non-terminal one. 

The relation-base structure does not permit recursion. 
After a finite nurober of steps a terminal relation must 
be encountered (even an empty one) to prevent the system 
from a deadlock. 

A simple example of a non-terminal relation: 

(MOTOR-DESIGN)- (P/1,100/, ••• )- (ELMAG-DESIGN, CON-DES) 
(CON-DES) - (P/1, 10/, ••• ) - (STATOR-DES,ROTOR-DES) 

The first parameter P/1,100/ in the (SIGNIFICANT-DATA) 
category list represents the performance of the machine 
permitted within the limits one to one hundred kilowa.tts. 

An example of a terminal relation: 

(E~~G-DESIGN)- (P/1,500/,) ••• )- ( *ELMGDES 1 ) 
- where EIJviGDES 1 is the electromagnetic design program 
in the method-base. 

2.2 Machine model 
The dynamic machine-model data structure provides a tool 
for the unified da.ta flow through the whole succession of 
design steps. It is there, where the system turns to be 
purpose-oriented and application dependent. The creation 
of such a. model suita.ble in the real practice is one of 
the decisive and fairly non-trivial tasks. The model has 
to be a single logical data structure composed from many 
incompatible and hcterogeneous data groups. The data have 
to be sorted out into an unambiguously defined structure 
to avoid redundancy and mismatch when retrieved for an 
active process. Furthermore, the data have to be 
accessible and distinguishable by their semantics. 

Physically, the data describe the electrical and mecr~ -
nica.l parameters of the machine, the parts geometry, the 
production data etc.To connect the heterogeneous data 
logicaly the chain data structure has been used due to 
its flexibility (Fig. 2). 

2.3 Active process 
The system based on the concepts described in chapter 2. 
results in necessity to apply certain rules for the form 
as well as the input/output structure of the system 
programs. 

It is useful to define three logical terms according to 
the functional and implementation aspects of the programs. 
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A program - a coded algorithm for solving particular design 
problem. A tool to be run and generate data. 

A method - a program in the method - base together with 
its input/output descriptors. A tool of the 
system to solve a specific problem. 

An active process - a state of the system when a method is 
applied. New data are to be generated. 

All the conversation between the user and the system runs 
under the control of the monitor. The programs in the 
method-base should be kept short of own conversation as 
much as possible. 

The programs possess a unified input/output facilities. 
Each of the programs is accompanied by its input 
descriptor and output descriptor. ~1e descriptors are 
implemented in the form of tables. The tables contain the 
data identifiers, the limits of values and the formats. 
This information is used by the data-manager to prepare 
the input data file before starting a program and to 
transfer the data from the output data file back into the 
model. The input/output operations of the programs are 
kept as simple as possible limiting themselves to a 
sequential file read/write or a passive CAD data-base 
access. 

3. CLASSES OF ACTIVITY 

At the first (the user) level, tAere are five basic 
classes of system activity. The classes are closely 
related to the function of lower-level modules. 

INFORM 

PREPARE 

PROBLEM-DEFINITION 

the passive information retrieval 
from the system. Typically, the 
da ta are read from the CAD/CA111 
data-base or relation-base (e.g. 
a list of probleme known to the 
system). 
Information system active. 

- the activation of the system. The 
"empty" machine model is created. 
The monitor's task. 

the specification of the problem. 
A search through the relation-
- base to arrive at a solution. 
The predictor active. 
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PROBLEM-SOLUTIOn the process of applying a 
method to the problem. An 
active process running. The 
data and program -manager 
active. 

PROBLEM- TERMDIA TI ON the deactivation of the 
system. Clearing up the 
model. Storing data and 
relations. The monitor·s 
task. 

The classes are structured further into their subclasses. 

The activity of the system can be seen in a simplified way 
as a four-state finite automaton (Fig.3). The first stage 
accords with the PREPARE class. From this, there is only 
one pa th to the second stage - the PROBLEI\;t-DEFIHITION 
class. Vfuen a non-terminal rela tion is encountered the 
system crosses into the stage two again to deal with the 
lower-grade problem. When a terminal relation is 
encountered the system moves into the stage three - the 
PROBLEM-SOLUTION class. After finishing the active 
process it returns back to the stage two if there is 
another non•terminal relation to be solved. If the 
terminal relation was the last one the stage four is 
reached - the PROBLEM-TERLUNATION class. 

4. DESIGN PROCESS 

To make the system realistic in practice the design and 
production problems of electrical machines are considered 
as the primary application determining the underlying 
data structures. 

The design process of an electrical machine generally 
follows a typical succession of phases: 

specifying the machine required 
check if such a machine is not a one in production 
electromagnetic design 
mechanical design and checks 
production drawings 
NC-programs 
CAP 
etc. 

All the phases up into detailed problems can be described 
by means of a hierarchy of relations within the scope of 
the system described. However, a direct solution of lower 
- grade problems can be started if desired (e.g. the 
electromagne~ic design only) without a necessary vmlk-
- through along the whole preceeding phases. Hence, for 
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example, the INDUCTION-MOTOR-DESIGN is not a rigid and 
complex one way program sequence as it has been so far. 
Rather, it is a flexible description of logical 
connections among the system tools to yield the desired 
solution. 

5. CON CLUDING REMl\.RKS 

A non-deterministic system for computer aided design and 
production of electrical machines is suggestcd. Its main 
features and novelty with respect to the old one are: 

- the three categories (triad) relation and relation-
- base concept 

- the active process and method-base concept 
- the inherent flexibility 
- the more general usability with postponing the 

application dependent elements down to the data
structure level. 

The system can be viewed upon as a specialized oparational 
system. It will be gradually implemented on an in-house 
high speed local minicomputer network which enables an 
effective access to the distant data or transactions in 
the distributed data-bases. 

Currently, the first experiments have been carried out 
successfully to justify the concepts and the next 
effort. Further experiments are in progress to verify the 
effectiveness in the real industrial environment as well 
as the ability to handle non-trivial problems of the 
design practice. 
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VENTURE ANALYSIS WITH A MICROCOMPUTER 

G. Singh 

Department of Civil Engineering, University of Leeds, LS2 9JT 

ABSTRACT 

Most engineering and business decisions are made in the 
environment of risk. The prevalent approach of calculating 
single values of objectives, based on likely, pessimistic or 
optimistic values of variables in the decision model, is 
incapable of distinguishing between high and low risk ventures. 

VENTURER, an interactive and tolerant program, based on Monte 
Carlo Simulation, has been developed on a microcomputer to aid 
decision making incorporating analysis of the risk and that of 
the sensitivity of the objective to the influencing factors. 
Application of the program is illustrated with an example of a 
problern in a civil engineering contracting firm. 

INTRODUCTION 

As Murphy would put it, "the future is uncertain; you can count 
on it". Allocation of resources for future gains is, at best, a 
venture. For the most part managers/engineers concentrate on 
single values of objectives or outcomes, such as net present 
value and/or internal rate of return or plant capacity, which 
are calculated from single value estimates of factors or 
variables involved in their projects. This deterministic 
approach is made usually to calculate the likely values of 
outcomes. In only some of these cases sensitivity analysis is 
performed on the basis of the estimates of only the optimistic 
and the pessimistic values of the variables. 

A manager/engineer may or may not be in a position to control 
uncertainties but he should and can obtain a quantitative 
measure of the risk involved in a venture. Although optimistic 
and pessimistic estimates of variables do provide an indication 
of the uncertainty surrounding the estimates of the likely 
values of the variables, they fail to provide a complete 
description of that uncertainty. A full probabilistic approach 
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on the other hand, leading to a probability distribution of the 
variable, provides a good indication of the relative 
likelyhoods of different values of the variable concerned. In 
this paper this distribution is termed UNCERTAINTY PROFILE. 
Accepting the reality that the variables and the 
objective/outcome are stochastic in nature, incorporation of 
the uncertainty profiles into the venture model can lead to 
determination of the probability distribution of the values of 
the objective/outcome. This probability distribution is termed 
VENTURE PROFILE. 

Figure 1 shows that if only the likely values of the objectives 
of two ventures, A and B, were made available to a decision
maker then venture B would be prefered. Availability of the 
venture profiles, on the other hand, not only provides insight 
into the nature of the two projects but also throws a very 
different light on their relative merits. 

Fora complete venture analysis it is also necessary to perform 
analysis of the sensitivity of the venture profile to changes 
in the uncertainty profiles. The primary purpose of this 
analysis is to identify variables which contribute most to the 
risk in a venture and to asses the effects of errors in the 
estimation of uncertainty profiles. Efforts in obtaining 
uncertainty profiles can then be made in proportion to the 
sensitivity coefficients of the respective variables. Obviously 
the results are also very valuable for directing management 
attention and efforts towards reducing or Controlling 
uncertainties. It has often been found that risk analyses 
improve estimates of the likely values of objectives. 

From the above it can be seen that the analysis of the risk 
sharpens thinking and puts importance of various uncertainties 
into proper perspective. 

METHODS OF PERFORMING VENTURE ANALYSIS 

There are, broadly, two approaches to determination of the 
venture profiles, analytical and Monte Carlo simulation. The 
analytical method uses only the means and standard deviations 
of the uncertainty profiles along with the coefficients of 
corelations between the variables to obtain the mean and the 
standard deviation of the venture profile (Hillier:l969) 
(Wagle:1967) . This method does not provide a complete profile 
and it relies on simplifying assumptions which may lead to bad 
decisions. 

Simulation 
Monte Carlo Simulation is the best and most powerful systems 
approach available for venture analysis. In general, this 
method is not only best used with a computer but is also 
particularly suitable for programming. There is virtually no 
constraint as far as the complexity of the venture model is 
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concerned. Despite the revolution in the availability and power 
of computers, micros in particular, use of this approach is not 
yet widespread in management, but is expected to grow rapidly 
(Wagner:l975) (Pouliquen:l970) (Carter:l972) (Jones:l972). Lack 
of this widespread use is generally thought to be due to the 
large number of uncertainty profiles which the management are 
required to estimate. A tolerant and interactive program on a 
micro can be used to elicit this information from a single or a 

group of managers. It is worth noting that managers are often 
more willing to provide uncertainty estimates than they are to 
make commitments in the form of single value estimates 
(Woods:l966). Figure 2 depicts a typical methodology used in 
this approach. 

APPROACHES TO MAKING UNCERTAINTY PROFILES 

For any type of analysis to be of value it is of upmost 
importance that the input data be reliable. A reliable venture 
profile can result only from a set of carefully estimated 
uncertainty profiles. It should be stated that uncertainty 
profiles are mostly subjective in nature. When estimates are 
based on historical data it is important to be aware of the 
changing environments and to give due weight to the expert 
opinion of the management (Hussey:l974). To avoid an individua
ls motivational and cognitive biases it is often desirable to 
use judgement of a group of individuals, but it is necessary to 
avoid the possibility of the group being dominated by forceful 
individuals. Delphi technique is considered to be useful for 
estimating the profiles. The most important feature of this 
technique is that it provides feedbacks and opportunities for 
managers to improve their estimates (Dalkey & Helmar:l963). 

Of the various methods designed to facilitate estimation of 
profiles perhaps that suggested by Spetzler and Stael Von 
Holstein(l975) is most useful. It comprises of five phases: 
motivating, structuring, conditioning, encoding and verifying. 
According to them, both fixed and variable methods should be 
used for encoding. Studies by Hull(l978) show that fixed 
interval methods are more accurate but the variable interval 
methods may be found to be easier by managers. Spetzler and 
Slael Von Holstein suggest that extremes of the profiles should 
be elicited first to avoid "anchoring". 

It is important to 
building a model for 
uncertainty should be 

note that, when identifying variables and 
the objective, independent sources of 
isolated as far as possible. 

THE PROGRAM: VENTURER 

The previous sections described 
Simulation and the methodology for 
of providing input and the roles 
analysis were also described. 

the motivation for using 
venture analysis. The method 
of feedback and sensitivity 
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In the view of the author, microcomputers are the best systems 
for carrying out this analysis because of the special needs for 
eliciting uncertainty profiles from managers. A single or a 
network of micros can be used very efficiently to apply the 
Deiphi technique and the method suggested by Spetzler and Stael 
Von Holstein at uncertainty and at venture profile levels. The 
latter level can provide multi-venture analyses. 

Planning of the program 
In the development of the software attention has been paid to 
the aspects of planning of input data, manager interaction, 
data storage/retrieval, graphics and output. Particular effort 
has been made to make the program user-friendly, tolerant and 
completely interactive. Menu driven VENTURER takes the user 
step by step, right through the analysis. A colour monitor can 
be used for greater effect. 

It is assumed that the user is aware of the various variables 
(uncertainties) and their relationships, in the form of an 
ordinary mathematical equation. Such a relationship or model is 
shown in Figure 3. 

Input and operation 
A special feature of the input is the ease with which the model 
can be entered directly and interactively without any need to 
access the codes, and with full use of all the arithmatic 
operations including exponentiation. Up to ten sets of 
parentheses can be used. Meaningful variable names, up to ten 
characters long, can be adopted. Input is prompted from the 
screen and inbuilt ckecks prevent illogical or erroneous 
entries. A previously saved model with data can be loaded in. 
All inputs can be easily and quickly modified. 

To illustrate the use of the program a contractor's venture, 
named "Leeds Civil Contract" is considered. Extreme values of 
the uncertainty profiles are elicited first (Figure 4), 
followed by three intermediate values which can be chosen at 
intervals to suit the needs and/or inclinations of the user 
(Figure 5).The user can immediately see her/his inputs in the 
graphical form such as Figures 6 to 8 and can revise them any 
number of times. These revlslons are facilitated through 
displays of previous data sets (Figure 10). The number of 
simulation runs (minimum 3) and the number of samples per run 
(minimum 20) can be chosen to suit the model and the level of 
confidence desired (Leeming:l963). For sensitivity analysis the 
facility is available for inputting seed value for the random 
number generator. This ensures that the effect of a changed 
uncertainty profile is not disguised by the probabilistic 
nature of the solution. 

An algorithm has been adapted to give increased efficiency and 
accuracy in simulations. 



www.manaraa.com

4-65 

Uen tur·e Anal ys l s 

First of all ~ou must build your oun venture modet. 
For example, your model may take the follouing form:
objective value=[sel.price-(manuf.cost+set.cost)Jftotal 
Marketashare of market-fixed cost. 
Bul MUST be entered as: 

[selprice-(manufcost+selcost)Jftotmarkettsharemarkt
fixedcost 

so that all var~lb\e naaes consisl of OHLY louer 
ase letters and are no 1ore than TEN characters long. 

press ENTER to continue 

FIGURE 3: A typical mathematical model. 

Your mode\ is: 

Objecttve value=<btd+clatms)-(labour 
cost+matercost+plantcost) 

The total number of variable\ is 5 

Uhat value is your variable ctaims certainly likely to 
exceed ?100000 

Uhat value is your variable c(ai~s not likely to exceed 
? 

300000 

Therefore you have chosen a possible range of 100000 to 
I 300000 

Press ENTER 

FIGURE 4: Input format for extreme values of uncertainty. 
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Range for variable ctQims : 100000 to 300000 

Nou choose three more values of your variable , one at 
a time,and assign for each value the probability (%) 
that it wi ll be exceeded. 
The values ~ust be entered in ascendtng order 

Enter value no. 1 150000 
l,lha t. i s the probab i l i ty ((.) tha t th i s will be exceeded? 

50 

Enter value no. 2 175000 
Yha t i s the prob ab ili ty (%) tha t th i s wi l l be exceeded? 

30 

Enter value no. 3 225000 
Wha t i s the probab i l i ty ( %) tha t th i s wi ll be exceeded? 

1 0 
PRESS c for hurd copy OR pr ess ENTER to contl nue 

FIGURE 5: Elicitation of uncer t ainty es timates. 
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<E. 2000 

1800 

1600 
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1ZSI3 

100 90 se 10 68 se 40 30 20 10 0 
probabi.li..ty ~ 

FI GURE 6 : Uncer tainty prof i l e of CLAIMS : cumul ative 
probabi l i t y d i stri bution . 
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FIGURE 7: Uncertainty profile of BID: cumulative 
probability distribution. 
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FIGURE 8: Uncertainty profile of LABOUR COSTS: cumulative 
probability distribution. 
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Output 
Any part of the input data(including the uncertainty profiles), 

the model and the venture profile can be stored or printed out. 

Figure 9 shows prints of the results of the simulation using 
uncertainty profiles such as those shown in Figures 6 to 8. The 
sequence of analysis including that of sensitivity, is recorded 

by date and time printouts. A complete file including the cover 
page incorporating information such as name of project and date 

can be produced without the use of a pen. 

Statistical results shown in Figure 9(a) give, for each run, 

the values of the averages and the standard deviations of the 

objective; as well as the standard deviation of the averages 
and the overall average. It can be reasonably assumed that the 
averages of the runs are themselves normally distributed. 
Therefore one has the confidence that for about two-thirds of 

the runs the average will lie within the limits 166916 = 9576. 
This represents a 5.7 percent error. If desired, this error can 

best be reduced by increasing the number of Simulations per 
run. 

Sensitivity analysis 
The traditional method of studying the effect of an uncertainty 
on the objective value is based on inputs of optimistic and 
pessimistic (single) values of that uncertainty. The program 
can be used to do this and/or to study the effects of complete 
optimistic and pessimistic PROFILES. 

Figures 10 to 12 illustrate the use of VENTURER for studying 
the sensitivity of the venture profile to the uncertainty 
profile of "claims" in the fictitious "Leeds Civil Contract". 
This analysis is done through a hierarchy of menus. The 
benefits of the analysis are obvious. This analysis can be 
repeated for all the variables and their relative importance 
established. 

CONCLUSIONS 

Assessment of ventures based on the uncertainty profiles is not 
only more meaningful than that based on single value estimates, 
but it also sharpens thinking and puts the relative importances 
of various uncertainties into proper perspective. 

Mierecomputers are most suitable for venture analysis. A user
friendly and completely interactive program, VENTURER, has been 

developed for venture and multi-venture analysis. Its useful
ness is illustrated with an example of an engineering contract. 
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Statistics for 5 runs of 100 samples each. 

Run Avg outcome 5td Devn 
1 17467'9.1 116087.9 
2 152991.:5 138323.2 
3 160887.8 10~113.3 
4 174020.3 11897S.5 
:5 172003.2 107915".7 

avg=166916.4 std devn=9576 . 615 ( a ) 

outcomes for 500 samples.seed=l 

% chance 
100 
90 
80 
70 
/:,0 
50 
40 
30 
20 
10 
0 

outcome will exceed 
-141901.4 
8083.8 
68089.4 
111189 
137394.6 
169636.4 
196515 
23:3531.2 
269247 
308777.6 
432467 

( b ) 
avg=166916.4 std devn= 117391.2 

i-1 

4324.5 

3750.14 
;__ 3175.78 
~· 

l 2691.42 

2027.06 
._ .. 1452.7 
·~~ 878.34 
I 

x100 

u 383.9S .· 
e -270.38 ,/ 

i 

-844.74 / 
i 

I Venture Profile I 
Leeds Civi( Conlrac t j 

.~-·-

_.-

i 
...... 

! I I I I I 
-1419 • 1 toot...-90..1...-....L80_"7e_60.~....-..se...~..-....~.4e-30L...-20...__.....~.:,e~e 

"".·' .-. 

FIGURE 9: Statistical resul t s and VENTURE PROFILE. 
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~~~_g_e: __ ~~ var i ab 1 e cl aJ •s 100000 to 300000 

Value no. 1:::150000 (Qld value: 15U001)) 

Probabi 1 i ty that thi s will be e;-:ceeded =90 (01 d val ue: :c;O) 

Va.lue no. 2=175000 (Qld value: 17500J) 
Probability that this will be exceeded =80 <Uld v.:duf=: ~I)) 

Value no. 3=225000 ((ild value: ~·:··~~(_J(J(l) 

Probability that this will be exceeded ~so (Old v~lue: 1(1) 

FIGURE 10: Input format for sensitivity analysis. 
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FIGURE 11: Revised uncertainty profile of CLAIMS for 
sensitivity analysis. 
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Statistics for 5 runs of 100 samples each. 

Run Avg outc:ome Std Devn 
1 231'984.5 118640.4 
2 210545 140536.6 
3 218687.5 106745.7 
4 23:361.3.9 121.::SS6.9 
5 .r31537. 1 109624 

avg=225273.6 std devn=10175.15 
(a) 

outc:omes for 500 samples.seed 1 

Y. c:hanc:e 
100 
90 
80 
70 
60 
50 
40 
30 
20 
10 
0 

avg=225273.6 

xlQO 

outcome will exc:eed 
-94662 
62814.8 
132315.9 
167563.B 
195873.8 
224405.4 
261485 
296015.6 
337599.4 
367835 
489465.2 

std devn=119495.6 

4894.5 

4310.18 

~: 3725.86 

I Uenl\re Profile l 
leeds Civit Controcl 

J 3141.54 

2S57 .22 

'---' 1972.9 
-=~ I. 1388.58 
u 884.26 

e 219.94 
PRESS c for hard copy 
OR press EHTER to contlnae 

I 

39 20 10 0 
i_ t_ IJ ·-· .··-
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FIGURE 12: Revised VENTURE PROFILE revealing its sensitivity 
to CLAIMS. 
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EXPERT SYSTEMS IN TBE SELEC'l'ION OF PROCESS ~UIPMEN.r 

P. Norman & Y.W. Voon 

Department of Chemical Engineering, 
University of Newcastle-upon-Tyne. 

ABSTRACT 

Process equipment is specified at the design stage by 
well established technical considerations and such 
calculations have been the subj ect of intensive 
committment to solution by computer. However, 
selection of items of equipment is largely dependent 
on the skill and experience of specialist procurement 
engineers and access to large unco-ordinated 
databases such as manufacturers' technical 
literature. 
The latter area is amenable to the application of 
expert systems where judgement and experience are 
important criteria. This must be combined with 
conventional numerical treatment of the design and 
specification stage. Many existing expert system 
'shells' do not incorporate a sufficiently powerful 
calculation capability. 
In this paper, we examine the development of 
consultation programmes for the selection of process 
valves, as a prototype of equipment selection, under 
three different programming environments, i.e. 
PASCAL, LISP and PROLOG. we examine the advantages 
and disadvantages of these three different 
environments. We also discuss efficient ways of 
making decisions for process valve selection. 
PASCAL, LISP and PROLOG are all suitable for this 
task and we suggest appropriate decision making 
techniques within each environment. 

1.0 SYSTEM REVIEW 

We investigate the development of Expert Systems in 
the Selection of Process Equipment (ESSPE) by 
examining the development of Expert Systems for Valve 
Selection (ESVS). valve selection is chosen for the 
investigation because valves are sufficiently varied 
yet relatively simple pieces of equipment. 
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The fundamental task of ESVS is to provide 
consultative advice for the user in the course of 
selecting a suitable valve type or design, from the 
various types and designs of valves manufactured for 
the process industry. 

l....l. Goals 
1. To investigate the suitability of PASCAL, LISP and 

PROLOG for the development of ESVS. 
2. To investigate the suitability of various decision 

techniques as the reasoning of ESVS. 
3. One of our goals in the development of ESVS is to 

implement such a system on small machines, for 
example microcomputers, so that they may be made 
available for a wide spectrum of 11sers. 

The goals were examined by construGcing the various 
versions of ESVS with these programming languages and 
with different types of decision making implemented 
in each ver sion. 

~ Constraints of the System Knowledqe 
The present system selects suitable materials of 
construction and valve-types; the selection of 
designs within types is not considere~ 
A material of construction is first selected, 
followed by the selection of a valve-typ~ 
The two most important factors, i.e. temperature and 
corrosion resistance, are considered towards the 
selection of suitable materials of construction. 
Ten examples of materials of construction are 
considered, as shown in Table 1. 

Table 1: Some Common Materials of construction 
[BVMA 1980; Perry & Chilton 1982] 

Material of Construction 
I Temp. range oc 
I From I To 

----------------------------1 I ____ __ 
Iron I ambient I 220 
Steel I -200 I 600 
Bronze I -200 I 280 
Type 304 stainless steel I -255 I 800 
Type 316 stainless steel I -255 I 800 
1 20 1 alloy I -255 I 800 
Monel alloy (Ni/Cu alloy} I -255 I 800 
Hastelloy alloy B I -255 I 800 
Hastelloy alloy C I -255 I 1100 
Aluminium and alloy I -255 I 205 

The types of fluid media and their corrosion 
resistances at different temperature and 
concentration are based on the information in the 
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corrosion tables shown in [BVMA 1980]. 
Six valve-types, i.e. globe, ball, butterfly, plug, 
gate and diaphragm valves are considered. 
18 different working conditions are considered, and 
are shown in Table 2. 
Table 2 : Same Warking Conditions with Valve Choices 

[ Zappe 19 81] 
l=Globe,2=Ball,3=Butterfly,4=Plug,5=Gate,6=Diaphragm. 

WORKING CONDITIONS VALVE CHOICES 

Starting & stopping flow 1 2 3 4 5 6 
Controlling flow 1 3 6 
Moderate Throttling 2 4 
Flow diversion 2 4 
Frequent valve operation 1 2 3 4 6 
Gases 2 3 4 5 6 
Gases essentially free of solids 1 2 3 4 5 6 
Liquids 2 3 4 5 6 
Liquids essentially free of solids 1 2 3 4 5 6 
Abrasive slurries 3 4 5 6 
Non-abrasive slurries 2 3 4 5 6 
Powder 3 5 
Granules 3 5 
Sticky fluids 4 
Pharmaceuticals & food products 3 4 6 
Fibres 5 
vacuum 1 2 3 4 5 6 
Cryogenic 1 2 5 

~ Valve Selection Criteria 
The selection procedure is as follows: 
l. Select suitable material of construction: first 

select suitabl e material { s) w ith r espect to 
temperature, then select the material with the 
best corrosion-resistance. 

2. Select suitable valve-type for the required 
working condition{s). 

Selection criteria evaluated from a literature survey 
on valve selection are implemented on ESVS. These 
criteria may well not be complete or 100% accurate, 
because such knowledge may be continually updated. An 
expert system should be capable of accommodating 
this, and ESVS is expected to possess such 
capabil ity. 

~ Material-Temperature Selection. A material is 
assumed to have an upper working temperature limit 
{Tu) and a lower working temperature limit {Tl). It 
is selected if its Tu is greater than the maximum 
working temperature {Tmax) required, and its Tl is 
smaller than the minimum working temperature {Tmin) 
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required. For example, if the required Tmax and Tmin 
are lOOoC and OoC respectively, then Bronze may be 
selected since its Tu=280oC and Tl=-200oC. 

~ Material-Corrosion Selection, Corrosion 
resistances of the materials selected by temperature 
are compared. Materials with higher corrosion 
resistances have higher preference than those with 
lower corrosion resistances. The corrosion resistance 
data are based on the corrosion resistance table 
shown in [BVMA 1980]. 

~ Proqramming Environment 
Three high level programming languages are used to 
construct versions of ESVS in order to investigate 
their suitability for the task. The languages chosen 
for study are PASCAL, LISP and PROLOG. 
PASCAL is chosen as a representative of algebraic 
languages, because numer ical calculations may be 
required in the course of equipment selection. It is 
better than LISP and PROLOG in terms of calculations 
involving real numbers. It is available on most 
microcomputers and its syntax is clear. 
LISP is chosen because it is widely used as an 
Artificial Intelligence (AI) programming language. It 
is a LIST processing language, lists being important 
data structures for the representation of knowledge 
as opposed to numer ical data. One of its special 
features is that programmes and data share a common 
format (There is no distinction made between 
programmes and data). 
PROLOG is also widely used as an AI programming 
language. Unlike PASCAL and LISP, which are 
PRESCRIPTIVE or ALGORITHMIC languages, PROLOG is a 
DESCRIPTIVE language [Clocksin & Mellish 1981; 
Swinson, Pereira & Bij i 1983]. Its decisions are 
based on predicate logic (PROLOG stands for 
PROgramming in LOGic). It also manipulates !ist and 
symbols. 

~ Decision Makinq 
Decision making is the mechanism for using knowledge 
and is sometimes referred to as the 'inference 
engine'. Several decision techniques are used in the 
construction of separate versions of ESVS in order to 
investigate their suitability for the reasoning of 
this system. The most relevant techniques are: 
flowcharts, rules, intersection of sets, catalogue 
searching and probability [Voon 1985]. 
The flowchart is chosen for investigation because it 
is a common decision making technique used in pro
gramming w ith convent ional languages. It is the 
algorithm of a programme in arriving at a decision. 
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Rule-based decision is chosen for investigation 
because expert systems, known as PRODUCTION SYSTEMs 
[Barr & Feigenbaum 1980], have been developed with 
rules as decision making tools. 
Intersection of sets is chosen for investigation 
because the SET is a data structure in PASCAL. Sets 
can also be represented by lists, and hence can be 
manipulated in LISP or PROLOG. 
Catalogue Searching is chosen for investigation 
because this is how equipment is selected manually, 
i.e. by refering to the manufacturers' catalogues. A 
valve catalogue can be constructed by means of data 
structures in PASCAL, LISP and PROLOG. 
Probabilistic decision making is included since it is 
a widely used technique in expert system 
construction. Decision by flowchart, intersection of 
sets, catalogue searching, or rules is descr ibed as 
CATEGORICAL reasoning. This and PROBABILISTIC 
reasoning may be considered as the two extremes of 
decision making [Szolovits,Pauker, 1978]. Categorical 
decision may produce choices of valves without any 
preference. Under this condition, a probabilistic 
decision making mechanism may prove useful in 
reaching the final decision. The categorical decision 
techniques may be used as preliminary ~election tools 
or as aids towards the final selection. 

~ Knowledge Representation 
The way that the system knowledge 1s represented 
depends on what decision technique is used. This is 
demonstrated as follows: 

l......2....l. Becis ion ~ Plowcharts.- The know ledge 
required to decide on a valve type (the selection 
criteria) is represented by a flowchart or decision 
tree. Each node of the tree represents a decision 
point, and a question would be asked at this point. 
The answer input by the user would decide which 
branch of the tree should be followed next. In order 
to simplify the problem, a binary decision tree is 
used for valve-selection, and the user input is 
restricted to either YES or NO, for example: 

Figure 1 : Flowchart for Valve Selection 
I 

Frequent operation ? 
YES I I NO 

I 
On-off ? -

I 
On-off ? -

YES I 
I 

Choicel 
Choice2 

!NO 
I 

Choicel 
Choice2 

YES I 
I 

Choicel 
Choice2 

!NO 
I 

Choicel 
Choice2 
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1 . 6 . 2 D~~.i~.i.Q.n .B.Y .ß!l..l~h T h e k n o w 1 e d g e i s 
represented by rules of the form: 

IF <condition> THEN <action>. 
For example, 
IF 
(1) (minimum working temperature > 0) AND 
(2) (maximum working temperature < 220) 
THEN 
(1) Iron may be selected. 
Another example is: 
IF 
(1) the valve 

including 
( 2) the val ve 
'3) the valve 
.'BEN 

is to 
steam 
is to 
is to 

(1) suitable choices 
obturating valve 

be used on a gas, 
and air, AND 
be used frequently, AND 
be used for regulating flows 

are: 
and rotating valve. [BVMA 1980] 

~ Decision JU: }ntersection of Sets. In this 
method, the knowledge is represented in terms of 
sets. The complete set of valve-types considered is: 
{globe,ball,butterfly,plug,diaphragm,gate}. 
The choice of valve-type for any particular service 
is a subset of this. For example, the set of val ve
type for flow control is {globe,butterfly,diaphragm}. 
The 18 different types of service considered are 
shown in figure 2, a set of valve-type is associated 
with each of the service~ 

l.ai.d. Decision ltl Catalogue Searching. The system 
knowledge is arranged in the form of a catalogue; 
information of each material or valve-type is kept in 
separate records, for example: 
Name : Diaphragm valve. 
services: gases, liquids, on-off, flow-control, etc. 
manufacturer: Saunders-valve-Co-Ltd, etc. 

l....i....5. Probabilistic Decision Mak.ing, The certainty 
that a valve-type is selected is indicated by 
probabil ity (real number range from 0 to 1), or 
likelihood (integer number of any range, eg. -5 to +5 
or 1 to 10). For example, the following table 
[Saunders 1981] shows some likelihood values that the 
valve-types are selected for control application: 
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Table 3: Valves Selected for Control Application 

Valve-type likelihood 

Diaphragm 4 Higher value of 
Ball 2 likelihood 
Butterfly 3 indicates 
Globe 5 high er 
Gate 1 priority. 
Lubricated plug 2 

2.0 SYSTEM CONSTRUCTION WITH PASCAL 

There is no difficulty in programming flowcharts in 
PASCAL. The decision at the node is achieved with an 
'IF' statement. In order to facilitate updating of 
the programme, as additional knowledge is acquired, 
the main flowchart is broken down into simpler 
flowcharts each performing a particular task. This is 
accomplished by procedures in PASCAL. Modification of 
the system at a particular location only requires 
updating of a procedur~ 
For Decision By Rules, the programming is exactly the 
same as that used for flowcharts. This is because the 
syntax of a decision rule is similar to that of IF 
statement. In fact, the decision rules for material
temperature and valve-type selections are derived 
from the decision flowcharts. 
Intersection of sets presents a very quick way of 
categorical decision making. Since the SET is a data 
structure in PASCAL, the programming is easier to 
handle than the IF-THEN-ELSE statement of flowcharts. 
The resulting programme can be much simpler than that 
with decision by flowcharts or rules. The 
intersection of sets is performed by the operator 
'*', which is the multiplication symbol. 
Searching a valve-catalogue, in the form of a 
database, can be effective. The main difficulty is 
database design, but with the data structures of 
RECORD and ARRAY in PASCAL, this is not a difficult 
problem. Sorting procedures are used to sort out the 
properties of valves or materials in order to reach a 
decision. In particular, this can be used as an 
initial filter to remove inapplicable data. 
Finally, PASCAL is particularly effective for the 
programming of probabilistic calculations involving 
real number computation. This is a major advantage 
over most versions of LISP and PROLOG. 
The key point in the system design in PASCAL is to 
store as much of the system knowledge as possible in 
a knowledge-base (database) rather than in the 
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prograrnrne itself. This avoids updating of the 
prograrnrne when changes in the systern knowledge are 
needed which would require recornpilation of the 
prograrnrne. The kind of knowledge that can be stored 
as data is listed below: 

1. Questions asked during query sessions. 
2. Data, such as rnater ials of construction, their 
narnes, upper and lower working ternperature lirnits, 
corrosion-resistance data for different fluid rnedia, 
and the valve-types, their applications, lirnitations, 
rnanufacturers, et~ 
3. The valve choices for all the cornbinations of 

working conditions. 
4. Selection criteria, or knowledge, about how to 
select a valve. 

The different kinds of data are stored in separate 
datafiles as different data structures are used to 
access thern. For exarnple, the following dernonstrates 
how the selection rules rnay be stored and accessed. 
Six questions would be asked, during a valve-type 
selection session, and the user input is restricted 
to either YES(l), or NO(O). (This could also be 
viewed as: YES rneans a probability of 1 and NO a 
probability of 0.) The user input is rnatched with the 
rules, which are cornbinations of nurnbers, in the 
database. Hence, the rules are stored as follows: 

Response to dialogue 
0 0 0 0 0 0 
0 0 0 0 0 1 
0 0 0 0 1 0 

suitable valve choices 
4 5 6 
2 3 4 5 6 
4 6 

The cornbinations of nurnbers, in the first six 
colurnns, are the rules, while the nurnbers in the rest 
of the colurnns are code nurnbers corresponding to the 
choices of valve type. Two arrays are used to access 
the rules and the choices within the prograrnrne. 

3.0 SYSTEM CONSTRUCI'ION WITH LISP 

The decision flowchart rnay be represented by a list 
expression. For exarnple, the flowchart shown in 
Figure 1 rnay be represented by the following list: 

( (FRB;lUENT (ON-OFF choicel choice2) 
NOT-ON-OFF choicel choice2) 

INFRB;lUENT (ON-OFF choicel choice2) 
NOT-ON-OFF choicel choice2) 

The technique could be applied to other tree 
structures which are not binar~ 
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The main disadvantage is that as the decision flow
chart gets larger, the list-expression representing 
the tree structure gets larger. However, the trans
formation of the flowchart into the list expression 
would not present any problern if the list structure 
is constructed "piece by piece" using the function 
CONS. For example, the small branches are first cons
tructed and then combined to form a larger structure: 

(SETQ Xl (CONS 'ON-OFF '(CHOICEl CHOICE2))) 
==> (ON-OFF CHOICEl CHOICE2) 

(SETQ X2 (CONS 'NOT-ON-OFF '(CHOICEl CHOICE2)}) 
==> (NOT-ON-OFF CHOICEl CHOICE2) 

( SETQ X3 (CONS Xl X2)) 
==> ((ON-OFF CHOICEl CHOICE2) 

NOT-ON-OFF CHOICEl CHOICE~) 
( SETQ X4 ( CONS 1 FREQUENI' X3)) 

==> (FREQUENT (ON-OFF CHOICEl CHOICE2) 
NOT-ON-OFF CHOICEl CHOICE2) etc. 

Because LISP makes no distinction between programme 
and data, there is no problern in constructing 
decision rules. New rules may simply be appended to 
the rulebase. 
There is no such data structure as SET, but LIST, 
which is a collection of elements (or no element) 
enclosed by parentheses, may be treated as SET. If 
lists are treated as sets, then a function is 
required to perform intersection, and this can be 
easily defined in LISP. 
For decision by catalogue searching, the Property 
List is a very powerful data structure. For example, 
the expression (PUTPROP 'DIAPHRAGM 'MANUFACTURER 
SAUNDERS) assigns the property (MANUFACTURER 
SAUNDERS) to the atom DIAPHRAGM, where PUTPROP is a 
LISP function. Similarly, other properties may be 
assigned. The result is a property list. 
Depending on the implementation, LISP can cope with 
simple arithmetic operations and certain logical 
operations. Normally, these operations are performed 
on integer numbers. Therefore, instead of probabili
ties (which are real numbers range from 0 to l) 
likelihoods(which are integer numbers range, say, 
from l to 10) are used [Voon 1985]. This may be a 
restriction where real number data must be 
manipulated to assign probability data. 
The major advantage of using LISP is that the 
decision rules may be represented as data which can 
carry out actions as a function or programme. 
Therefore, the generation of new rules creates a 
dynamic system. 
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4.0 SYSTEM CONSTRUCTION WITH PROLOG 

Since logical decisions can be achieved with PROLOG 
itself, the rnethod of decision by Flowcharts turns 
out to be irrelevant with PROLOG. 
Decision rules derived frorn flowcharts can be easily 
defined in PROLOG. For exarnple the following rule is 
defined for rnaterial-ternperature selection: 

suitable_rnaterial(X,Trnin,Trnax) 
. ternp_lirnit(X,Tl,Tu}, Trnin>=Tl, Trnax=<Tu. 

where X is the material. 
Decision by Intersection of Sets is inefficient if 
used in PROLOG. The reason is twofold. Firstly, rules 
in PROLOG have to be defined to perform the 
intersection (whereas in PASCAL, this is done by the 
rnultiplication Operation "*"). Secondly, intersection 
of sets is sirnilar to logical decision which can be 
done by backtracking in PROLOG using simple recursive 
rules. For exarnple, if the sets of choice for "flow
control" and "cryogenic" are {butterfly, diaphragrn, 
globe} and {ball,gate,globe} respectively, then 
intersection gives {globe}. Sirnilar results can be 
obtained in PROLOG as follows: 
?- application(globe,flow~control). 
?- application(butterfly,flow~control). 
?- application(diaphragrn,flow~control). 
?- application(globe,cryogenic). 
?- application(ball,cryogenic). 
?- application(gate,cryogenic). 

[the following is the query] 
?- application(X,flow~control), 

application(X,cryogenic). 
X = globe ; [ this is PROLOG' S answer ] 
no [rnore answers] 

A valve catalogue or material catalogue can be 
constructed by rnerely using facts in PROLOG; 
searching the catalogue can be done by backtracking. 
Rules can also be constructed to sort out the data, 
for exarnple the narnes of rnanufacturers in alpha
betical order [Clocksin & Mellish 1981]. 
Rules constructed in PROLOG are general decision 
rules, i.e. the rules can be applied generally to any 
data stored in the facts; while in PASCAL and LISP, 
the data is stored rigidly in the rule itself, this 
increasing the nurober of rules very considerably as 
the arnount of data increases. For exarnple, the rule 
shown in 1.6.2 has specific data (gas, frequently, 
regulating, and valve choices) ernbedded in it, and is 
applicable to only one cornbination of working 
conditions. The following rule defined in PROLOG 
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contains only variables, and is applicable to any 
combination of working conditions, as long as 
sufficient facts concerning "application" are 
defined: 

suitable_type(X, []). 
suitable_type{X, [AlB] :- application(X,A), 

suitable~type(X,B). 

A similar effect can also be obtained in PASCAL and 
LISP, but extra procedures or functions have to be 
defined to match the data input by the user with the 
data stored in the databas~ 
Depending on the implementation, PROLOG can cope with 
simple arithmetic operations and certain logical 
operations like the comparison of numbers. Normally, 
these operations are performed on integer numbers. 
Therefore, instead of probabilities (which arereal 
numbers ranging from 0.0 to 1.0) likelihoods (which 
are integer numbers ranging, say, from 1 to 10) are 
used. 
Decision in PROLOG is based on logical deductions 
from the knowledge stored as facts and rules in the 
database. PROLOG can be viewed as a general rule
based system and if given some facts and rules, and a 
question, it would try to deduce some logical 
solutions to the question. Therefore, a system 
constructed under PROLOG can be viewed as being a 
Rule-based Database System. The sear ching of the 
appropriate rules and facts, followed by logical 
deduction is done by PROLOG itself, no extra Sub
programmes are needed (whereas in PASCAL or LISP, 
this must be provided in the form a seperate 
procedure or function). 
A major disadvantage of the language for system 
construction is that of arithmetic facilities. 
Due to the large database of facts and rules 
required, PROLOG is also not very suitable for the 
development of ESVS on small machines. 

5.0 DECISION MAKI!~; FOR VALVE SELECTION 

~ Mate~ial-Yemperatu~e Selection 
In the selection of material of construction with 
respect to temperature, the decision is quite rigid, 
and is best be done by Flowcharts. However, if more 
factors (~g. pressure) are involved in the selection 
then it is better to use a probabilistic decision 
making technique, e.g. Bayes' Theorem. 

~ Mate~ial=eorrosion Selection 
In the selection of material of construction with 
respect to corrosion-resistance, only one fluid 
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medium is normally involved at a time, and the 
corrosion data is simply read off from a corrosion 
resistance table. Selection here is best done by 
simple information retrieval. However, if more than 
one fluid is involved, for example, 50% of the time 
water and 50% of the time acid, then a probabilistic 
decision making technique should be used in addition. 
If the method of selection by scores [Voon 1985] is 
used, then the score table is similar to a corrosion
resistance table. 

~ Valve-type Selection 
Valve-type selection may be done by any of the 
decision techniques considered. Probabilistic 
decision is the most appropriate for final selection, 
because decision by rules, flowcharts, intersection 
of sets or searching a catalogue produce categorical 
results, with the possibility of several choices of 
equal status. 
Either Bayes' Theorem or the second law of 
probability may be used for the selection of valve
types for a combination of working conditions. For 
the selection under a single condition, Bayes' 
Theorem is recommended. Likelihoods, instead of 
probabilities, may be used for each of the working 
conditions. For example, instead of using the 
probability of, say, 0.7 and 0.3, likelihoods (or 
scores) of 7 and 3 may be used. If the second law of 
probability is used for the calculation, the results 
would be the same, if the "products" are divided by 
the sum of the products. This is the basis of 
Selection By Score [Voon 1985], which is used in the 
system construct ion w ith prob ab il ist ic decision 
making. The following example demonstrates the 
selection of valve type for a combination of working 
conditions: "high-purity" and "control-application", 
by the method of selection by scores: 

Table 4: Example of Selection by Score. 
condition: a = high-pur ity, b = control-application, 

Score Combined Probability I 
Condition --> a b Score(axb) (axb/total) I 

I 
Globe 1 5 5 0.106 I 
Ball 2 2 4 0 .o 85 I 
Butterfly 5 3 15 0.319 I 
Plug 1 2 2 0.043 I 
Gate 1 1 1 0.021 I 
Diaphragm 5 4 20 0.426 I 

I 
total 47 1.000 I 

I 
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One of the advantages of probabilistic decision 
rnaking is that decision under uncertainty can be 
achieved nurnerically. The rnajor problern is that it is 
diff icul t to obtain r easonable est irnates of the 
probability that the valve-types would be selected 
for each of the working conditions. 

~ Cataloque Searchino 
In addition to a valve catalogue, a material 
catalogue, containing inforrnation of all the 
relevant rnaterials of construction, is also 
essential. Since the two irnportant factors considered 
in the material selection are ternperature and 
corrosion, each of the material records rnust contain 
inforrnation about its ternperature lirnits and 
corrosion property. A decision by catalogue searching 
requires two elernents: 
1. A catalogue of rnaterials of construction and a 

catalogue of valve~ 
2. Software tools, such as a Data Base Management 

System, to search, update, exarnine and sort the 
data in the database. 

Catalogue searching is an irnportant aid to the 
consultation systern, regardless of what technique the 
systern is constructed frorn. In other words, a DBMS is 
an irnportant cornponent of this type of expert syste~ 
Therefore, the prograrnrning environrnent within which 
the consultation systern is constructed, rnust be able 
to provide facilities for the DBMS construction. 

6.0 CONCLUDING REMARKS 

'-!. Decision makinq l!itA PASCAL.- .LI.8L.. _mm PRQLOO 
Since, decisions in PROLOG are rnade by logical 
deduction frorn the knowledge stored as facts and 
rules in the database, it produces the sarne effect as 
the decisions rnade by flowchart, intersection of 
sets, searching databases and rules. Furtherrnore, 
searching a database in PASCAL and LISP resernbles 
backtracking in PROLOG. The searching is done by 
procedures and functions in PASCAL and LISP, while 
backtracking in PROLOG is a built-in feature of the 
systern. 
PROLOG lends itself naturally to the construction of 
expert systerns for the type of application considered 
here and is probably easier to use by those who are 
not prograrnrners. However, sorne tasks require rnore 
than logical decision and the ability to perform 
rnathernatical cornputation, perhaps for rnanipulating 
probabilistic data, as well as database construction, 
recornrnends the use of PASCAL. A PROLOG written in 
PASCAL is a good cornprornise and we have had sorne 
success in using the ISO-Standard Yorl< Portable 
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PROLOG which has built-in facilities to 'escape' to a 
PASCAL environrnent when required. [Spivey, 1984]. 
One of our goals was to investigate construction of 
ESVS on a srnall workstation. The original target of a 
64K rnachine was only achievable with PASCAL. Both 
LISP and PROLOG require substantial work areas for 
efficient perforrnance, although srnall versions of 
LISP are available (such as the Crornernco LISP which 
we tested). The PASCAL ernployed was PRO-PASCAL. In 
this, the passing of control to other prograrnrnes is 
known as CHAINing. The systern rnay be controlled 
totally by a srnall central instruction prograrnrne. The 
control rnay then be passed to appropriate procedural 
prograrnrnes to perform special tasks, and then 
returned to the central prograrnrne upon cornpletion. By 
this rneans, an expert systern of considerable size can 
be constructed. 
The cost and availability of 16-bit workstations is 
now suchthat the 64K rnernory lirnit is pessirnistic. 
The York PROLOG has been rnade to run in both an IBM
PC (256K, 16-bit PRO-PASCAL) and a Crornernco 
workstation (256K, 16-bit D-series PASCAL). We 
therefore conclude that a PASCAL/PROLOG environrnent 
running on current srnall workstations is a viable way 
of accornrnodating an expert systern such as ESVS. 

~ yalve selection 
If either PASCAL or LISP is chosen for the systern 
construction, we would recornrnend the following 
decision rnodules: 
l. Decision Rules obtained frorn flowcharts, 
2. Score values, calculated by a probabilistic 

rnethod, assigned to each rule. 

If PROLOG alone is chosen for the systern 
construction, decision by rules is the obvious 
choice. PROLOG can be treated as a general rule-based 
systern. The systern builder requires only to construct 
the facts, rules and relevant questions. [Clocksin 
and Mellish, 1981]. Values, for exarnple, calculated 
by the rnethod of Selection By Score, rnay be attached 
to the facts or rules in order to achieve a 
probabilistic decision. 
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l.INTRODUCTION 

4-89 

The bewildering rapid advances of our computer age have 
brought us to a cross road of physical and intellectual 
illusions where 'real intelligence'(human brain) is being 
replaced by 'artificial intelligence' and may be real people 
replaced by artificial people(robotics). We also see the 
wizardly machines called computers not only assisting us in 
our decision making process in our daily life but often 
making actually decisions for us even if we dont like them and 
have no option to change them either. The noble, refined and 
joyful experience of listening, pondering, thinking,judging and 
then deciding upon to do or say something seems to have been 
taken over by concepts such as expert systems, AI etc. 

One of the most important element of computer assisted decision 
making process(CADMP) is the set of those unseen commands and 
instructions to the machines that do the so called magic work 
and what we term as software. The software forms the core of 
all Artificial Intelligence(AI) activities with unique require
ment. Though substantial efforts are being spent on developing 
the heaps of hardware and piles of software for CADMP, little 
attention seems to have been paid to the fundamental require
ment of integrity and reliability of software particularly 
used in decision making process. The impact of integrity and 
reliability of software on the society has not been fully 
appreciated yet. 

This paper discusses the import~~t elements of CADMP in terms 
of its socio-technical behaviour with emphasis on software. It 
also proposes a reliability prediction model based on complex
ity and particularly applicable to CADMP and similar software. 
The paper also highlights the unique features of computer 
assisted decision making process and compares it with the 
conventional(manual) decision making process. 
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2. COMPUTER ASSISTED DECISION MAKING PROCESS 

Fig.l shows a conventional decision making process without the 
use of computer where the know-how resides in the human brain. 
If this know-how(the body of knowledge as the experts call it) 
is transfered from the human brain to a computer memory, the 
process of thinking also transfers from one location(brain) to 
another(memory). This soundssimple and we want to leave it to 
such simplicity for the purpose of our understanding. 

Fig. 2 shows the above mentioned location transfer of know-how 
where apparantly nothing else seem to have changed except that 
human brain is now behaving like a robot. Unfortunately what 
seems simple is not what it is. The fundamental concept behind 
AI is the reproduction of 'thinking' mechanism which inspite of 
being imperfect in many respects, is still able to perform 
at least as good as a human being in at least one isolated 
area of knowledge. Computer Assisted Decision Making(CADM) is 
a complex process of: (i) presentation of a body of knowledge 
with its rules and guidelines to use it appropriately (ii) the 
retrievlal of this knowledge when called upon to do so with 
full reliability (iii) stepwise and logical scanning through 
the whole body of knowledge(information) and (iv) most difficult 
of all to make a decision, give a verdict or provide a sensible 
and authorised answer to the problern posed by the user. These 
decisions may be,for example, if a person is suffering from a 
heart disease (medicine); why a large sum(say f50K) should be 
spent on the construction of a warehouse(engineeringl; is Mr. 
XYZ a criminal?(law) and so on. 

3. NATURE AND ELEMENTS OF CADMP 

Computer assisted decision making is finding its use more and 
more both in engineering and service industries. Its particular 
use is seen recently in the dignosis of medical ailments from 
symptoms. If we look at the entire process of CADM, we find 
it very democratic. It starts with people writing the intelli
gent software for other people to use it, where the former 
utilize their 'thinking and intelligence' to spare the latter 
from using their 'thinking and intelligence'. Hardware or the 
machines only play a mere mechanical part in this whole process. 
That is why concepts like artificial intelligence and expert 
systems cannot be regarded as purely technical in nature. When 
Aleksander(l) wrote a book on Artificial Intelligence, he 
named it 'The Human Machine' and very appropriately so. 

The CADMP has four basic elements namely, Hardware, Software, 
Man (as user and as well as manufacturer) and his environment 
or society.The hardware has already taken a giant step forward 
in the reliability field. Man as user is being asked to keep 
his real intelligence away from the process so he is behaving 
just like robotics in the expert system or AI environment. The 
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society is rece~v~ng the impact of CADMP in the form of ripe 
fruit and is not directly involved in the actual process of 
computer assisted decision making. We must,however, remernher 
that man as a manufacturer of CADMP is very much involved. The 
fourth component, the software is the most crucial of all and 
results from the efforts and interaction of the other three 
elements to the maximum ,as it is established that CADMP would 
become an impossible task without software explosion(2). 

The reliability and integrity of each of the above mentioned 
four components is not merely a technical concept or a known 
methematical number. It is on the contrary a state of confid
ence and trustworthiness of each component that adds up to 
give the overall integrity and reliability of CADMP. 

4. THE UNIQUE FEATURES OF COMPUTER ASSISTED DECISION PROCESS 

It seems appropriate to highlight some of the unique features 
of CADMP before discussing the integrity and reliability of 
this concept. These features are summarised as follows; 

(a) In a conventional deceision making process(Fig. 1) man is 
always 'on-line' with the problem, solving system and his 
environment. In CADMP man as a user is not directly involved 
to the high degree of thinking. 

(b) CADMP can only house a limited amount of info. ( no matter 
how large computer storage is)from a body of knowledge which 
is very commonly available and used in practice but may not 
possess such rules and information that may be of critical 
importance under special circumstances or in the solution of 
boundary line cases. Decisions in these cases are almost always 
urgent requiring high degree of integrity and accuracy as the 
balance lies in the fact that a small piece of information is 
present or not. Man in conventional process has a ready access 
to such information or is known to him, computer can't think 
what it requires to fill the gap or what is missing at the 
first place. 

(c) Rational behaviour, constraints, prejudices, sympathy, 
considerations, change of mind etc all play important part in 
the overall process of a conventional decision making process. 
These factors,however,cannot be programmed into a computerised 
decision process hence lacks the integrity and reliability of 
decision to be of immense use to those concerned and affected 
by the decision. 

(d) Before a man makes a final decision he is at liberty to 
iterate and reiterate his findings in view of social, economi
cal and behavioural aspects going in favour or against his 
decision . This gives him the freedom and opportunity to judge 
the overall impact of the decision. He is not reluctant to a 
change if need be. During the process of th~nking a decision a 
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man gathers more and more information, wisdom, screening logic 
and balance between emotions and needs. These factors contribute 
immensely to the integrity and reliability of decision. A 
'computer brain' is, unfortunately unaware of these seenarios 
and cannot, therefore, be relied upon completely with decisions 
made by it. 

(e) There is always a small sub-set of correct decisions to a 
problern out of a universal solution set. Man is capable of and 
has access to this sub-set in entirity. Computer is bonded and 
can reach only a part of the above mentioned sub-set. This 
limitation is one of the greatest source of unreliability and 
lack of integrity of computer assisted decision process. 

(f) CADMP exhibits a lack of freedom of thought thus reducing 
the integrity of the process of decision making. 

The above features clearly indicate the need for each element 
(particularly software being the major component of CADMP) to 
be designed to revoke these limitations and intentional efforts 
be made to achieve the desired reliability and integrity of the 
whole system. Without this the due benefits of CADMP cannot be 
appreciated. 

5. INTEGRITY AND RELIABILITY OF CADMP 

Let us go back to the fundamental question of defining the 
terms 'integrity' and 'reliability' when used in relation to 
computer assisted decision making process and its components. 

Integrity of CADMP 

Literary meaning of word 'integrity' is the state of being 
entire; wholeness; honesty and uprightness. But I think it is 
more than that. In terms of CADMP it means providing a decision 
which is 'Timely' with respect to nature, type and requirement 
of the problem.(Functioning timely in physical time frame is 
called reliability/availablity). 

Let us illustrate this by a well known example. A six minute 
alert in USA nuclear base following a fault in the system 
software that almest took the world at the doorsteps of a third 
world war may be an absolutely reliable from technical or 
operational view point but it certainly had no integrity and 
respect attached to it. It was indeed not a honest manifest
ation of computer assisted decision making process. 

Integrity also means to respond quickly and strongly to the 
wrong input to the process thus avoiding unwanted or undesired 
decisions. The bulk of the responsibility to inculcate the 
integrity into the computer assisted decision process falls 
upon the aecision process designers i.e. software expertise. 
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Reliability of CADMP 

Reliability is often thought in technical terms, a number 
associated to the system, confidence or trustworthiness. It 
should, however, be looked into broader framework of social and 
environmental seenarios too. The high mathematical probability 
that a systemwill 'decided' rightly to stop functioning if 
there occurs a malfunction in one of the sub-systems or compo
nents without causing a faulut or a failure is considered tG 
be the reliability of the decision process. This becomes a 
crucial parameter if such decision has to be taken under a 
correct function and time frame at the same time. A fault in 
the system hardware or software could be more deadly and fatal 
than input or data induced faults. This in turn throws the whole 
burden on designing-in the reliability for the system components 
like software and hardware. 

The total effectiveness of a CADMP is therefore a function of 
socio-technical reliability component of each element. In very 
simple notation it can be expressed as follows: 

Rp , rn, rs , rm , re are the reliabilities of the decision 
process, hardware, software, man and environment. With the 
advances in technology the values of most of these parameters 
have already been achieved as high as possible. The software, 
however has not yet achieved the r0quired reliability. This is 
the component that shares most of the burden of unreliability 
and disrespect. One of the reason for this is the lack of 
suitable models that take into consideration the true nature 
of software development in relation to its socio-technical 
behaviour particularly in the design phase. We shall now try 
to concentrate on this component. 

6. THE CADMP 'BUG' : THE SOFTWARE 

Complexity plays a very significant part in the reliability and 
integrity of a software specially if the software is eventually 
to be used in complex and strategic dicision making situation. 
Many works exist in the literature that provide models of one 
type or the other for software reliability but few take the 
social and technical complexity look together. One such work 
described in (3) provides a suitable working model and is given 
in APPENDIX A along with model equations. It uses a complexity 
factor 'C' for prediction of number of errors at various stages 
of software life cycle and development cycle. This allows the 
management to foresee the trend and thus to mobilize the various 
resources to the best use accordingly. The model symbols are 
also listed in the Appendix A. The above model has been applied 
to data obtained from many large modular software developments 
in telecommunication, medical diagonosis software, and from 
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real time programmes developmed for the flexible manufacturing 
systems(FMS). The results on one of the software modules are 
shown in Fig. 3. 

7. CONCLUSIONS 

The overall objectives of computer assisted decision making 
is to provide accuracy, efficiency, speed and reliability of 
decision. The efficiency in terms of nano-seconds may be surely 
achieved through hardware but other parameters mentioned above 
and the integrity can not be hammered into as it depends on 
the software of CADMP that resides inside the machine as a 
human brain with limited memory. The professionals in the field 
have a heavy responsibility on their shoulders to make the 
software as reliable and respectful as possible within the 
human limits. The manufacturer, user and environment of CADMP 
is all socio-technical and its impact in case of failure to 
provide a right decision can be enormaus and catastrophic. This 
component of CADMP is most critical and needs most attention. 

This paper has suggested a complexity based error prediction 
model for the software during its various phases of development 
(including early phases) for the management and designers alike. 
No doubt corporate planning in engineering and service industry 
are looking forward to computer assisted decision making 
facilities made available to them which are atleast as reliable 
as their people. 
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APPENDIX A 

Symbols: 

Q0 ,Estimated initial faults 
Nr ,Faults found to time t 
Nr ,Faults removed in j 
Nm ,Maintenance induced faults 
NR ,Total faults removed 
Np ,Faults remaining at t 
C ,Complexity factor 
K ,Residual factor 
L ,Programme(S/W) size 
T0 ,Mean time to failure 
f ,Fix factor 
Z ,Complexity shadow 
p ,Patching factor 
P ,Programmability factor 
s ,Team profile index 
m ,S/W modularity 
U ,Utility factor 
Ed ,Error density 
V .Severity factor 
j ,Maintenance number 
MTTR,Mean time to repair 

Model Equations 
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A RULE-BASED PROGRAM TO CONSTRUCT AN INFLUENCE LINE FOR A 
STATICALLY-DETERMINATE MULTI-SPAN BEAM STRUCTURE 

G.G.Haywood 

Bolton Institute of Higher Education, Bolton, U.K. 

1. ABSTRACT 

5-3 

The form af any influence line for an internal or external 
force present in a statically-determinate multi-span beam 
structure is based entirely on straight lines. An engineer 
can readily draw such influence lines by following a few 
simple rules of procedure. The program presented in this 
paper emulates this procedure by using a Production System, a 
classic technique of Artificial Intelligence programming. 

The structure is represented by a string of symbols, each 
symbol corresponding to a certain type of node; this string 
forms the data-base. Rules of the form, LHS implies RHS are 
present in the knowledge-base, and have their analogue in the 
geometrical properties of the influence line. The LHS of each 
rule is matched, if possible, by the Interpreter against the 
literals of the data-base; if the match succeeds, then the 
RHS of the successful rule deposits the y ordinate(s) of the 
influence line into the data-base. 

At the end of the matehing process, the data-base contains 
information about the (x,y) co-ordinates of the change points 
of the influence line, which may then be plotted by connecting 
each pair of (x,y) co-ordinates. 

2. INTRODUCTION 

An influence line is a means of evaluating an external reaction, 
or internal force at a particular point in a structure, when 
the structure is loaded by a moving unit load. lf the value of 
the required force is plotted against the position of the mov
ing load, the graph obtained is the influence line for that 
force. 

The Principle of Virtual Work can be used to generate a 
required influence line directly using the technique given 
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below, the procedure for which is encapsulated in the following 
rules:-

Rule 1. Insert a release into the structure at the position of 
the required force; the type of release is to correspond 
to the force itself. Therefore, insert a monent release, 
or pin, if the force is a bending moment; insert a 
roller release to a support, if for a reaction, etc. 

The structure resulting from the inserted release is called the 
"reduced structure". 

Rule 2. Give an appropriate unit displacement to the reduced 
structure at the point of release, i.e. give a unit 
rotation to a moment release, a linear displacement to a 
support release, etc. 

Rule 3. Etisure that the deformations of the reduced structure 
comply with all the actual support conditions. 

It can be shown by Virtual Work (2), that the shape of the 
deformed reduced structure is also the influence line for the 
desired force in the actual structure. The influence line ob
tained for a statically indeterminate structure will, of necess
ity be curved, because the reduced structure will be at the very 
least statically determinate; however, if the structure is 
itself statically determinate, then the insertion of a release 
would render it a mechanism, whose deformation pattern would be 
comprised of straight lines only. 

The three rules given above are applicable to any class of 
stable structure. This paper seeks to show how such rules may 
be incorporated into a computer program to construct influence 
lines. The technique used is that of Production Systems, a 
major technique of Artificial Intelligence programming. 

3. PRODUCTION SYSTEMS (PS) 

A 'pure' PS consists of three components: a knowledge or rule
base, a data-base which is operated upon by the knowledge-base, 
and an interpreter-(1). The knowledge-base typically contains 
an ordered set of rules of the form: LHS implies RHS; the 
data-base is an ordered set of symbols which models the domain 
over which the knowledge-base is to be applied. 

The interpreter scans the data-base in an attempt to match 
any part of it to similar symbols contained in the LHS of the 
knowledge-base rule under consideration; if the match succeeds, 
then the symbols in the RHS of the rule replace those correspond
ing symbols in the data-base. 

e.g. data-base contains the string: s ABCD 
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knowledge-base contains the rules: 

rule (a): A -: EB i.e. if S contains the literal "A", then 
replace i t by the RHS literals "EB". 

rule (b): FCD -: G 
rule (c): BB -: F 

An application of the rules to the data-base will cause S to 
change in the following manner: 

S • ABCD 
s EBBCD 
S EFCD 
s EG 

by rule (a) 
by rule (c) 
by rule (b) 

Be·cause the data-base models a domain, then i t is important to 
define and describe accurately the limits of the domain if the 
knowledge-base is to be applied to it in a meaningful manner. 

4. ESTABLISHMENT OF THE DOMAIN 

Rules of the PS type are incapable of describing the actions 
necessary to determine the ordinates of the (typically curved) 
influence lines for indeterminate structures, because the 
values of the ordinates are calculated from a set of proced
ures which need only a few items of data to be effective, 
e.g. span of beam, I-value of cross-section, and stress distrib
ution throughout the structure. The procedures themselves are 
derived from a limited set of laws such as: M/EI=l/R, the 
knowledge for which is implicitely embedded in it, and is 
inaccessible to a single rule formulation. 

PS rules are, however, perfectly capable of embodying the 
knowledge of the geometrical properties needed to construct 
the linear influence lines of a statically determinate 
structure. Therefore, the domain of the data-base will be con
fined to that of the class of determinate structures. In add
ition, if the one-dimensional type of structure such as a multi
span beam is chosen, in which the position of each node may be 
specified by a single measurement along the structure, this 
nodal information may be modelled completely by the ordered 
symbolic string as used in a PS data-base. 

Therefore, the extent of the domain will cover only 
statically determinate multi-span beam structures. 

5. ESTABLISHMENT OF THE DATA·BASE 

The specification of the data-base is that of a list of ordered 
3-tuples; the first element, or head, of each 3-tuple being a 
symbol which corresponds to the type of node being represented; 
the second element gives the distance, x along the structure; 
the third element gives the y-ordinate of the influence line 
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a t tha t node. 

The five types of node that may be identified are: 
(i) a fixed or cantilever node (C), (ii) a free node (F), 
(iii) a support node with the members continuous over it, 
(iv) a support node with the members on either side being pinned 
to it (H), and (v) an internal pin (P). 

e.g. the multi-span structure shown below in Figure 1. would be 
represented as: 

B = (H,O,*)(P,x1,*)(S,x2,*)(S,x3,*)(P,x4,*)(P,x5 ,*)(C,x6,*) 

Note: the third item in each 3-tuple is unspecified until 
operated upon by the knowledge-base. 

}{ 0 Ji 1i 0 0 

_l xl j x2 I x3 I x4 l x5 l x, 
' • ' 

Figure 1. 

6. ESTABLISI:frlENT OF THE KNOWLEDGE·BASE 

~ 
l 
' 

The three rules given in the lntroduction are not in the form 
found in a standard PS; they are a series of procedural instr
uctions, which, if followed, would produce the required influ
ence lines. The knowledge they contain is implicit in the 
instructions, and it is this knowledge which must be extracted 
from these ru!es, and presented explicitly in PS format. There
fore, the three rules may be regarded as meta-rules or guides 
to producing the actual PS rules to be used in the knowledge
base. 

There are two ways of framing the production rules: 

(a) as relevant to a single node 
If the node is a support node, e.g. S,H or c, then the y-ordin
ates will be defined by Rule 3, which insists on the reduced 
structure complying with the support constraints. Therefore, 
a PS rule will be of the form: 

if the node is "S" 
and the required force effect is a vertical reaction 

a t a support, 
and the position of the required force is that of S 

then the y-ordinate at S is equal to 1. 
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This may be expressed as: (s,-,*) -: (s,-,1) 

where the dash "-" indicates an item in the data-base which 
does not require matching. 

(b) as relevant to a group of nodes 
This group is considered to be a single unit, which will 
appear as an erdered subset of the string B, and will be 
an~logous to a continuous structural element. 

5-7 

Influence lines generated in statically determinate 
structures consist solely of straight lines which change their 
slope only at the position of an internal pin. Therefore, the 
type of node which bounds th~ specific internal group of nodes 
forming the unit, will be ei~her a pin (P), or a hinged support 
(H); if the group is defining the situation found at the ends 
of the structure, then a fixed support (C), or a free node (F) 
could also be a boundary node. 

An exhaustive survey shows that the total number of poss
ible nodal configura tions which comply wi th the deterrnina te 
nature of the structure is limited to twenty-two, nine of which 
are mirror images; these are shown in Appendix A, and together 
completely describe any statically determinate beam structure. 
All other combinations are inadmissible because they would 
describe implicitly a local region which would be statically 
indeterminate, or be a mechanism to more than one degree. 

The purpese of this complex type of rule is to calculate 
the, as yet, unspecified y-ordinates of any nodes listed in 
the group. However, this calculation is difficult to achieve 
immediately without expressing the possible movements of the 
defining nodes graphically. 

Knowledge-base rules cast in graphical form Figure 2. shows 
how the y-ordinates of a typical internal unit, (-PSSP-), may 
be calculated. The y-ordinates of each of the "S" nodes have 
been inserted previously into the data-base by the application 
of one of the single node rules. x + x 

X 
-_J2 

X 
q X 

J. 

X p q 

Figure 2. 

' 

J 
X r 

r q 
X 

q 

J 
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Note that the linear property of the influence line is express
ed implicitly in the calculation of the two y-ordinates. 

Knowledge-base rules cast in PS form Each unit of nodes can 
now be expressed as a string e.g. (-PSSP-) wh~ch then forms 
the LHS of the rule. The RHS replaces the corresponding un• 
defined y-ordinates of the data-base 3-tuples by the calculated 
values. 

Therefore, the PS rule for the above (-PSSP-) rule is 
given by: 

X x -tx 
(PSSP) ( - p ) (S,x ,0) (S,x ,1) (P,x , ....!.._S ) -: P,xo, x p q r x 

q q 

~ ~ 1 ~ 
operations on data-base 

This type of PS rule is seen as a direct analogue repre
sentation ~f the pattern undergone by the equivalent beam 
element as the reduced structure moves during the application of 
the unit displacement to the release. 

7. OPERATION OF THE PROGRAM 

The information tegarding the nature and position of each node 
defining the structure is input to the program using the cursor 
control keys and function keys found on a modern microcomputer. 
The actual dimensiona between each pair of nodes may be given 
explicitly so that a quantified influence line may be obtained; 
alternatively, if all that is required is a qualitative apprais
al, these dimensions need not be given, the resulting influence 
line being merely a sketch. In either case, the line is showu 
plotted graphically on the VDU screen. 

The data-base for the actual structure is then constructed 
using this information. The position and type of the required 
force effect is next given, and this information is inserted 
into the data-base in the correct position; thus the data
base now contains all information regarding the position and 
type of each node and force effect stored as 3-tuples. Each 
undefined y-ordinate is given the "*" symbol initially to show 
that it is undefined for the matehing process. 

The y-ordinates at the release which correspond with the 
unit displacement to the release are calculated and inserted 
into the da ta-base by overwri ting the "*" symbols in the 
r11levant 3-tuple. All instances of "H", "S" ,or"C" are matched 
by the interpreter against the single-node rules, and the 
relevant y-ordinates replace the "*" symbols in the tail of the 
3-tuples. The only unspecified y-ordinates left are those of 
the internal pins or possible free nodes at the ends of the 
structure. The interpreter uses the group-nodes rules as 
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detailed in the Appendix A to calculate and insert the remaining 
y-ordinate values. 

Once the matehing process is complete, the data-base con
tains all instances of the (x,y) co-ordinates of the influence 
line at all the nodes; the line is then plotted by connecting 
each pair of (x,y) co-ordinates. 

B. DISGUSSION 

A pure PS has the following characteristics: 

(i) its fundamental mode of behaviour is the matehing of the 
literals found on the LHS of the rule-base. with similar sym
bols in the data-base, and the subsequent replacement of those 
same symbols with those given in the RHS of the invoked rule, 

(ii) it will not pass control from one rule to another via tags 
or markers deposi ted in the data-base, or use such devices to 
communicate between rules, 

(iii) it will exhibithigh modularity if rules may be added, 
deleted or replaced without affecting the action of the other 
rules in the knowledge-base. This modularity arises from the 
fact that the successful invokation of a rule is determined by 
the current state of the data-base, 

(iv) there will be no confli~ in the order of precedence of 
the rules; no two rules will compete to match ~he same set of 
literals in the data-base. 

The PS described in this paper exhibits most of these 
characteristics, although the matehing of literals and replace
ment of symbols in the data-base is more complex than that of a 
pure PS. The RHS of the rule uses information contained in the 
data-base to perform a simple procedural algorithm to determine 
the actual value of the symbol to be replaced (i.e. the y-ordin
ate of the 3-tuple of the relevant node). This complex action 
violates the spirit of a pure PS, but, even so, once the sub
stitution has taken place, there are no devices used to call 
any other rule directly. A rule is only fired by the current 
state of the data-base. 

The PS exhibits a high modularity because the rules used 
are exhaustive and unique; each rule matches a particular 
symbol or set of symbols whose equivalent isomorphic form is to 
be found in the actual structure. This modularity can be 
demonstrated by removing one or more rules, and observing the 
behaviour of the PS; it will continue to behave "reasonably" 
if the rules are modular. In this case, if the rule given by 
the LHS configuration, ((C P -) -:) is withdrawn from the 
knowledge-base, the PS is still able to construtt any influence 
line for the structure, so long as the structure does not have 
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its left-most node fully fixed. 

Problems often encountered in other Systems such as resol
ution of conflicting rules have not arisen, possibly because of 
the nature of the domain being explored. A statically determ
inate structure is, by its nature, determined, and the order 
of application of the rules does not affect the final state of 
the data-base. There is a direct one-to-one relationship 
between the LHS of the rules used and the nodes of the actual 
structure. Because the structural elements are discrete and 
non-overlapping, then so are the rules. It may be difficult to 
display this degree of disconnectiveness in a more complex, 
two dimensional structure such as a plane frame. 

An exhaustive pattern search over a wide data-base is 
generally very time-consuming; some PS programs run into the 
problern of the combinatorial explosion. This problern does not 
occur here, because the domain has been deliberately limited to 
that of statically determinate structures, mainly because of 
the difficulty, or even the impossibility, of devising suitable 
rules to define deflected shapes which exhibit curvatures, 
which occur in the influence lines for indeterminate structures. 
Therefore, there are only twenty or so rules needed to operate 
on a data-base which theoretically is limitless in its extent, 
but, practically, has an upper limit to its length, because itis 
modelling an actual multi-span structure. 

9. FURTHER DEVELOPMENTS 

The program has been written in BBC BASIC to take advantage of 
the graphics facilities offered by the micro-computer. The 
language itself, being designed to operate on numerical 
equations, is not particularly good at manipulating symbolic 
strings. Therefore, a natural development would be to rewrite 
the program in LISP. 

This would have the further benefit of formulating the 
rules as chunks of knowledge which may then be extracted and 
presented as part of a student tutoring program. The student 
would input the information for a multi-span beam structure, 
together with his estimate of how the required influence line 
should be drawn. The program would then be able to use the 
chunks of knowledge to assess and guide the student towards the 
correct solution. 
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THE FUNDAMENTALS OF THE SPACE-TIME FINITE ELEMENT METHOD 

M. Witkowski 

Technical University of Warsaw, Poland 

1. INTRODUCTION 

The problems of structural dynamics, described by partial 
differential equations, are usually solved in two phases. 
Firstly the partial equations system becomes the ordinary 
differential equations as a result of introducing the ge
neralized coordinates ~(t), that are the time functions. 
The system has a well-known form 

~ ij + c 4 + I q = S , ( 1 ) 

where ~. C and Kare the mass, dumping and stiffness ma
trices, Q is the external load vector. All of them could 
be constants, variables in time or dependent on q, what 
influences on solving of the equations (1). Introducing 
to these equations some difference formulae for example 
central difference or Newmarks patterns we obtain the al
gebraic equations system. This reveals that space-coordi
nates are treated differently then time. 

We are given also an other method of analysis that 
consists in direct discretization of four-dimensional 
space-time and that is a one-phase solving procedure. 
This process has been described since some time, for ex
ample in the works of Argyris, Scharpf, Chan 12] , [1] and 
Oden [8]. In spite of interesting conclusions, particular
ly in the last paper, these conceptions were not develo
ped. 

It was K~czkowski [5] who returned to using the space
-time in dynamics of structures. In the next years in Po
land, particularly in Technical University of Warsaw, many 
works of the following authors were published: K~czkowski 
[6], Kacprzyk and Lewinski [4] and others who wrote in Po
lish. Moreover, a series of the computing programs based 
on the space-time element method was also written. In the 
presented paper the fundamentals of the method, the ex
planation of some characteristic conception and the bases 
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of construction of the algorithms are introduced. 

2. THE SPACE-TIME AND MOTION 

Let us consider the 
mensional space. In 
ally introduce some 
some time functions 

motion of the particle in three-di
order to describe the motion we usu
coordinates, treating them next as 
(Fig. 1). If any coordinate depends 

on time, we admite 
that the mass m stays 

zffl 

at rest, in opposite 
case it is in a state 
of motion. The crite
rions of the motion 
change when the time 
is not a parameter but 
a fourth independent 
coordinate. First of 

z all we must state that 
the conception of the 

t 

Fig. 1 
particle does not 
exist in the space
time. It is the line, 

called the life-line in relativistic mechanics that core
sponds with the mass. The properties of the life-line are 
responsible for a motion or a state of rest. Let us show 
these properties refering to the two-dimensional space
-time (Fig. 2). 

f 

Fig. 2 

The life-line 1 describes the immobility of the mass, the 
straight line 2 reflects tne motion with the constant ve
locity, the curve 3 illustrates the motion with the va
riable velocity. The intersection of the two life-lines 
corresponds to the collision of the masses and their 

X 
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bounds (lines 4). 
We must remark that any of the lines cannot deviate 

from the axis t at angle bigger than the relativistic me
chanics permets. This condition is rather formal because 
the applied mechanics deals with very small velocities 
comparatively to the light speed and only for such velo
eitles the Euclidean space can be the model of the spa
ce-time. Sometimes it is easier to construct the space
-time as a metric space by multiplying the time by scale 
speed. In the relativistic mechanics it is the light 
speed; in the structural dynamics this must be a number 
much more smaller, for instance the vawe speed in the pro
blems of vawes propagation. This Operation brings one se
rious disadventage; the analized quantities loose their 
physical sense. It make us refer to the unmetric space
-time while considering the problem. 

Returning to the problern or the motion, the basic one 
in the dynamics, we state that in the space-time it looses 
its sense. The points of the motionlass space-time are 
the sets of the events replacing the classic meaning of 
the motion. In this case the identic approach we may ap
ply as well to the problems of statics as to dynamics, 
particularly we may consider the equilibrium equations. 
In this way for instance we may interpret the life-line 
of the mass as a space-time bending beam. The conditions 
of equilibrium for the infinitesimal element are prezen
ted in the figure 3. 

dt 

Fig. 3 

The' euquilibrium equations can 
be given the following form: 

dQtx 
---cit + X = 0 

du 
Qtx = -m dt 

(2) 

The second equation indicate that 
we can interprete the internal 
force Qtx as a momentum. If we 

can treat the velocity ~~ as 

a angle of side ftx , the equa

tion is a physical law 

Qtx = -m 1tx (3) 

We remark that the second equation substituted to the 
first one leads to well-known equation of the motion for 
the mass with the acting force X 

ct2u 
X - m- = 0 (4) 

dt2 

Similarly a straight bar is represented in the space-time 
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as a plate strip (Fig. 4a). 

a.) h) 
tAdx 

X 

-p(x, t) ----
L 

ljra:l (Ntx t IJ:Jx dt)d.x 

t ~Ad>t 

Fig. 4 

The properties of the bar are following: 
E - the Young's modulus, ~ - the density of the mass, 
l - the lenght, A - the area of cross-section. 
The conditions of the infinitesimal element of the space
-time plate (Fig. 4b) lead to the equations 

ÖNX 
+ 

oNtx 
+ p 0 rx ot = 

ou 
Ntx = -s>A ot 

If we still regard the well-known physical relation 

= EA ou 
3x 

the Eqs.(5) and (6) can be written in the form 

6 =!t aTG + p = 0 

{;X Otx } b = i Nx Ntx} 

a a a } E IEA -oAJ 3X at = 

(5) 

(6) 

(7) 

(8) 
c = { 

= { 

{ } The signs 
matrix. 

indicate the vector and r J the diagonal 

The above examples show that in the space-time we can ap
ply a classic method for generating of the equations as 
we do in the theory of elasticity. However the vectors 
of stresses and strains must be increased by the momenta 
and velocities. As a result the dimension of the consti
tutive matrix changes respectively too. 
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This reasoning can be repeated for the other structures 
for instance the plates, shells and solids. The above way 
of generating the space-time domain is used for the line
ar problems of the dynamics. If we want to consider the 
large displacement we can generate the space-time domain 
like this in a Fig. 5a. The cross-section of the domain, 
that are perpendicular to the axis t, determine the va
riable configuration of the body. 

We can also consider the space-time domains represen
ted in the Fig. 5b. This last case does not mean genera
ting of the matter but its appearance before the observer. 
This situation occurs in some boundary-initial problems 
descripted by differential hyperbolic equations. The di
rect solution of the domain _Q requires the generaliza
tion of tne basic principles of statics for the space-ti
me. 

b) 

X 

t 

Fig. 5 

3. THE VIRTUAL QUADRIWORK PRINCIPLE 

The principle similar to the virtual work principle, 
well-known in the structural mechanics is presented with
out derivation for the several important cases. Let us 
take into consideration the space-time cylindrical domain. 
The axis of the cylinder is parallel to the axis t and 
the bases are given the equations t=t.=const (j=i,k). 
For the two-dimensional space-time thfs body is a rectan
gle; for three dimensions we have the cylinder with the 
volumen and area S (Fig. 6). In the four-dimensional 
space-time we don't imagine this body and we can genera
lize the conclusions of the principle only in the way of 
induction. 

We can write the equilibrium equations for the infini
tesimal space-time element as follows: 

T a 6 + P = o 
-~ ~ ~ 

where the matrices a, 6, p depend on the considering 
problem and for the-tr~sS~element they have a form of 

(9) 

the Eqs. (8). If the space-time domain represented in the 
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Fig. 6 is generated by the plane stress element the matri
ces have the forms, respectively 

6 = { N , 
N X Ny' Nxy' Ntx' Nty 1 .~ = 1 Px' PY } ' 

l" 
0 a a 0 

J 

( 10) dx 3y Ft" 
aT = a a a 0 oy ax 0 ät' 

)( 

Fig. 6 

Hence, the displacements and strains vectors are 

~ = { u, V 1 , 
Let us give to the space-time body virtual displacements 

Su = { Su , Öv } (12) 

and after multiplying the ~qs.(9) by bu we integrate 
them in the space-time domain J1 

( 13) 

basing on the principle of uauss-üstrogradski the above 
formula can be written 

( 14) 

where the surface integral spread over the whole domain 
limi ting the body I2 • 
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The left-hand member of the ~q.~14) means the scalar pro
ducts of the impulses by the virtual displacements. The 
right-hand member is a scalar product of tne generalized 
stresses by the virtual strains. 'l'here:rore the scalar pro
ducts are not work but an other physical quantity so cal
led quadriwork. 

In the analysis of the space-time domain represented 
in the ~ig. 5 with the nonlinear geometric relations we 
act in a different way. we introduce a metric space-time 
and we derive the principle as for the elastic body in the 
way showed in the paper o f Washizu [ 9] • :J.'he definite 
form of the quadriwork principle is identic with the Eq. 
(14). 

It would be advicable to mention about the equivalent 
of this principle in the thermoelasticity problems. 'l'he 
principle of the virtual energy in thermoelasticity has 
been formulated by Biot [3] • After some modification it 
has become the basis of the virtual quadrienergy principle 
derived by K~czkowski [7] • This principle permets the 
analysis of the thermoelasticity equations with the use of 
the space-time description. 

4• THE SPACE-TIME FINITE ELEMENT METROD 

The space-time domain represented in the Figs.4 and 5 can 
be direct discretisating by the finite elements. The di
scretisation of the space-time body is done by choice of 
finite set of the generalized Coordinates q independent 
on time and the shape functions N • Also, the displace
ments are approximated as followsT 

u == N(x,y,z.,t).q ( 15) 
~ - ""' 

We note that this approximation is different than the clas
sic one, where we assume 

u = N(x,y,z)•q(t) - ~ 

( 16) 

Now, we describe some typical cases of the space-time ele
ments nets. 

The reetangular space-time elements 
These elements have arbitrary shape in space and their 
net is invariable in time. It means that any section of 
the space-time body by the plane t=const gives the iden
tic net of the space elements (Fig. 7). This net also 
calls the stationary net. The boundaries of the space-ti
me element are always perpendicular or parallel to the 
time axis. In this case the matrix of the shape functions 
can be written as a tensor product 

~(x,y,z.,t) = ~t(t) ® ~x(x,y,z) ( 17) 
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Fig. 7 

This assumption with the use of the virtual quadriwork 
principle enables the conversion of the equations set to 
the form 

A B ,9,0 So 
c H B 3.1 s1 ( 18) 

c H B 9,2 S2 

l·. 
where 

h 1 M- 1 T A 3 K -h - 2 -

J!, 
h 1 + 1 

C = b K + - M - - T - ·- h- 2- ( 19) 

h 1 
H =-K--M - 3- h-

In the formulae (19) h means time step, the matrices ~' 
M, T are stiffness, mass and dumping matrices for whole 
space structure, respectively. The Eq.(18) is a differen
ce, conditional stable equation. We can transform it to 
the unconditional stable form by the suitable choice of 
the virtual displacements. 

The triangular space-time elements 
The triangular elements family is a set of the elements 
which have a triangular, tetrahedronal or 11 fivesolids" 
shape.Certainly, we cannot imagine the last shape. 
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a) ~) 

X 

t 

Fig. 8 

The idea of these elements is exampled by the triangular 
elements (Fig. 8). We take into consideration a net of 
space-time elements represented in the Fig. 8a. We can 
determine the stiffness matrix and load vector of the 
space-time triangles in the standard way as it is in a 
finite element method. We must stil remember that the in
tegration refers to the space-time elements. In the case 
of the Fig. 8a for the line 1-5 the initial conditions are 
known. It permets a very simple construction of the equi
librium conditions. Namely, we generate the equilibrium 
equations in the nodal numbers order. From the Eq.1 we 
determine the displacement in the point 6, from the Eq.2, 
displacement of the node 7 etc. This algorithms enables 
us to determine one displacement from one equation. 
It seems, it was Oden [8] who first descripted this pro
perty of triangular nets. This algorithm can be applied 
to the other boundary-initial conditions for instance in 
the hyperbolic equations with the characteristics 1-7 
(Fig. 8b). We call this net a quasistationary net because 
the position of the nodes becomes invariable in space. 

The unstationary elements 
In the case of the large displacements and of the contact 
problems or the other nonlinear analysis we can apply the 
space-time unstationary elements. They have a triangular 

or tetragonal shapes (in the 
X two-dimensional space-time) 

and the positions of the nodes 
are variable in space (Fig. 9). 
The configuration of nodes is 
determined after solving the 

t suitable nonlinear problern 
Fig. 9 step by step. 



www.manaraa.com

6-12 

RE FE RENCES 

1. Argyris, J.H., Chan, A.S.L. (1972) Applications of Fi
nite ElementsinSpace and Time, Ing.Archiv, 41, 
p.235-257. 

2. Argyris, J.H., Scharpf, D.W. (1969) Finite Elements 
in Time and Space, Aero.J.of the RAS, 73, p.1041-1044. 

3. Biot, M.A. (1959) New Thermoelastical Reciprocity Re
lations with Application to Thermal Stresses, 
J.Aero/Space Sciences, 26, p.401-408. 

4. Kacprzyk, z., Lewinski, T. (1983) Comparison of some 
Numerical Integration Methods for the Equations of Mo
tion of System with a Finite Number of Degrees of Fre
edom, Engineering Transactions, 31, 2, p.213-240. 

5. Kqczkowski, z. (1975) The Method of Finite Space-Time 
Elements in Dynamics of Structures, J.Techn.Phys., 
16, 1, p.69-84. 

6. Kqczkowski, z. (1979) General Formulation of the Stif
fness Matrix for the Space-Time Finite Elements, 
Arch.Inzynierii L~dowej, 25, 3, p.351-357. 

7. Kqczkowski, z. (1982) On Variational Principles in 
Thermoelasticity, Bull. de l'Acad.Pol. des Scientes, 
Appl.Mech., 30, 5-6, p.81-86. 

8. Oden, J.T. (1969) A General Theory of Finite Elements. 
II. Applications, Int.J.Num.Meth.Eng., 1, 3, p.247-259. 

9. Washizu, K. (1974) Variational Methods in Elasticity 
and Plasticity, Pergamon Press, Inc., Elmsford, N.Y. 



www.manaraa.com

A COMPUTER PROGRAM FOR LARGE EIGENVALUE PROBLEMS IN DYNAMIC 
ANALYSIS 
A. Vale e Azevedo 

6-13 

LNEC - National Labaratory of Civil Engineering, Lisbon, Portu 
gal 

ABSTRACT 

This paper describes an efficient implementation of the 
Subspace Iteration method to calculate the eigenvalues and ei
genvectors of structures with a large number of degrees of free 
dom. -

A careful study has been made to optimize the use of 
computer central memory, minimizing the input/output operation~ 
and to minimize the number of arithmetical operations. 

The computer program has the possibility of generating 
automatically the starting iteration vectors or, otherwise, the 
user can choose a manual selection. 

The overrelaxation of the iteration vectors to accele
rate the convergence is included with a detailed study on the 
choice of the overrelaxation factors. 

The Sturm sequence property, to verify if the required 
eigenvalues and eigenvectors have been calculated, is also im
plemented. 

Some numerical examples show the most efficient compu
tational implementations. 
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1 - INTRODUCTION 

In civil engineering we often have to solve eigenvalue 
problems. In the case of Structural Dynamics, frequencies of vi 
bration are associated with eigenvalues and vibration modes sha 
pes are associated wi th eigenvectors. -

In the dynamic analysis of structures under non-damped 
free vibrations, the problern ofthe eigenvalues is written as: 

( 1 ) 

where SandMare respectivelythe stiffness matrix and themass 
matrix-of the structure; 

II = II - 1 0 •.•••• 0 0 

0 112 

~ ............. :.:Ai. 

o ....................... ." II 
n 

is the diagonal matrix 
of the eigenvalues, 
where ili = wi2 {fre
quencies of vibratio~ 

and _t =[il, cjl2, ... cjli ... cpJ is the vibration modes 
shapes matrix,cj>l, cjl2, ... cjli ... cpn being an orthonor-
med set of the vibration modes. 

The computer time involved in the resolution of this 
problern is rather long, large storage areas are used and some
times numerical precision and stability are important factors. 

When the stiffness and mass matrices of the structure 
are of a high order (some hundreds or thousands of degrees of 
freedom) and are very sparse, one of the most efficient methods 
for solving the eigenvalue problern is the Subspace Iteration 
method develooed by Bathe [=2] . 

This paper shows an efficient implementation of the 
Subspace Iteration method, in wich: 

- The computer central processor unity time spent was 
optimized; 

- A balanced use between allocated positions of central 
memory and transferences to auxiliary memory {disk or 
magnetic tape) was adopted; 

- The problems of numerical precision and stability re
garding matrix factorization were taken into account. 

2 - BRIEF DESCRIPTION OF THE SUBSPACE ITERATION METHOD 

The object of the Subspace Iteration method is to calcu 
late the "p" first eigenvalues and eigenvectors that fulfill -
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equation (1). 

All vectors ~i are mutually orthogonal and the normali 
zation condition 

T p_ • !i . p_ = .!_ (2) 

can be introduced for them, .!_ being the identity matrix. 

Substituting (2) in (1) we get 

p_T • ~ • ~ = __0_ (3) 

The Subspace Iteration method can be divided into three 
basic steps: 

a) Establishment of a set of 11 q11 starting vectors, 1 i
nearly independent and not orthogonal to the desired eigenvec
tors, to start the iterative process. If 11 P11 is the desired 
number of eigenvalues and eigenvectors it is possible to impro 
ve the convergence rate using 11 q11 iteration vectors with q > ~. 
The increase of the number of iteration vectors brings about an 
increase in the computer time of each iterative cycle, so that 
a balanced solution has, of course, tobe found. Reference [2] 
sugges ts tha t 11 q 11 be defi ned as: 

q = mi n { 2p, p + 8} ( 4) 

b) Use simultaneaus inverse iteration on the 11q11 Vectors 
and Rayleight-Ritz analysis to extract the best approximated 
ei genva 1 ues and ei genvectors from the 11 q 11 i tera ti on vectors. 
The main idea in the Subspace Iteration method is that the ei
genvectors in ( 1 ) form an M orthonorma 1 bas i s of the 11 p 11 dimen 
sional subspace of the operators Sand M, wich we will call E:. 
The starting iteration vectors generate-an E1 subspace and ite
ration proceeds until Eoo is reached. The total number of itera
ti ons wi 11 depend on how c 1 ose E 1 i s to Eoo and not on how c 1 ose 
each iteration vector is to the eigenvector it will allow to 
calculate. 

For K = 1, 2, 3, ... one goes from subspace EK to EK+l 
using a simultaneaus inverse iteration on the 11 q11 vectors ot 
~K 

~ • ~ K+l = 'i.K 

(5) 

( 6) 

Operators S and M are projected onto subspace EK+l using the 
Rayleight-~itz method in the form 

~K+l 

~+1 

T. s 
= .&+1 - . .&+1 

T. 
= &+1 l K+t 

(7) 

(8) 
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where 
~+1 = ~ . ~K+l (9) 

With the projected operators SK+l and ~K+l the problern of the 
eigenvalues is solved completely 

~K+l • !_K+l = ~K+l · cE._K+l • 0_K+l (10) 

Convergence regarding the eigenvalues is checked. If it has not 
yet been achieved the following transformation is made to re
turn to the "n" dimension space going back to (6) until conver 
gence is reached 

( 11) 

If convergence is achieved in the "p" first eigenvalues one 
goes back to the "n" dimens i on s pace by means of the fo 11 owi ng 
transformation, wich corresponds to the last step of the Ray
leight-Ritz method: 

( 12) 

c) Verify if the required "p" eigenvalues and corres
ponding eigenvectors have been calculated, equation (1) being 
fulfilled for each eigenvalue and eigenvector. The property of 
the Sturm sequence described later on in this paper should be 
used for this purpose. 

3 - COMPUTER STORAGE OF THE MATRICES 

It is sometimes impossible to solve the eigenvalues pro 
blem referred to using only computer central memory. This is so 
because the solution of equations (6) to (12) requires an amount 
of storage that may exceed that available in the computer cen
tral memory or reach the maximum limits allowed in the arrays 
for the computer equipment used. However, by making transfe~ of 
parts of the program (arrays) between the central memory and 
the auxiliary mernory (disk or magnetic tape), under the control 
of the program itself, these transfers may be made following 
the logic of the resolution of the problern under study. Minimi 
zation of transfers and better use of the central memory may
thus be achieved. 

There are three major working areas in the Subspace Ite 
ration method, namely the storage of the stiffness matrix S, or 
the mass matrix M and of the iteration vectors YK. The program 
developed stores-matrices S and M in skyline (one-dimensional 
array) and the iteratiOn VeCtOrS-matriX rK in a tWO-dimenSOnal 
array. 

The stiffness matrix S and the mass matrix M can be par 
titioned in blocks (groups of-columns), as can be seen in fig.T: 
The iteration vectors matrix rK may also be partitioned in 
blocks, wich we shall designate by vector groups, as can be 
seen in fig. 2. 
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1 1 

1 I 2 31415!617 8 9 !10 .11112 13114115 116T17 
1 I I I ! I i I 

2 i I ' ! I 
3 l I 
4 I I 
5 ! I i 
6 I 

7 
8 I 

9 I 
10 I 

11 I 
12 I 
13 I 
14 

15 i ! 
16 
17 

Figure 1 - Partitioning of stiffness matrix S and of 
mass matrix M in blocks (groups of columns) 

1 2 3 4 5 6 7 8 9 10 11112 
1 I 
2 
3 
4 

5 
6 
7 

n 8 
9 
10 
11 

12 
13 
14 
15 
16 
17 

Figure 2 - Partitioning of the iteration vectors matrix 
'itc in groups of vectors 

6-17 
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It should be noted that the computer program has been 
developed in such a way that the need of partitioning of matri 
ces ~. ~ and ~ is done automatically according to the problern 
that is to be analysed and to the dimensions of the work vec
tors. 

The transfers to auxiliary memory are made by reading 
or writing matrices, without index control, adopting whenever 
possible sequential access. 

As the time spent by the central processor unity of the 
computer may be important for solving the eigenvalue problern 
of a given structure, the program was prepared so as to allow 
restarting calculations of a previous problem. 

4 - STARTING ITERATION VECTORS GENERATION 

The choice of the starting vectors is essential to 
start the Subspace Iteration method. If the starting vectors 
arealready close to the desired eigenvectors,convergence may 
be obtained after a few iterations. If, however, the initial 
subspace is a poor approximation of the final "p" dimension 
subspace, many iterations may be needed and the algorythm may 
become very expensive. Note that starting vectors cannot be 
orthogonal to the eigenvectors that are to be calculated. 

Several algorythms have been proposed and studied for 
the choi ce of the s ta rti ng i tera ti on vectors ( references 0] 
and .lß]. The program deve l oped cons i ders the two hypothes i s of 
choice described below. 

4.1- Manual choice of the starting vectors 
The user of the program shoul d in th i s case i ndi cate , 

for each of the "q" s ta rti ng vectors, the noda l poi nts of the 
structure, the directions and the values of the forces which 
he thinks will excite the Vibration modes that are tobe cal
culated. The "q" vectors thus chosenwill be called "initial 
masters". Fig. 3 shows an example of the selection of initial 
masters for a structure. 

4.2- Automatie choice of the starting vectors 
The aim in this case is to establish automatically the 

starting_ vectors, based on the stiffness matrix and on the mass 
matrix U]. The chosen vectors Y1 constitute the second member 
of equation (6) and proved efficient in the numerical examples 
analysed. The first column of matrix Y1 is made equal to the 
diagonal of the mass matrix M. The last column of Y1 is a ran
dom vector and the remaining columns are unit vectorswith the 
non-zero element equal to +l and corresponding to those degrees 
of freedom that have the smallest ratios Sii/Mii· The reason 
for the choice of these vectors was firstly, that all degrees 
of freedom which have mass be excited in the first vector; se
condly, the remaining vectors should be linearly independent 
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and should excite the degrees of freedom to which correspond 
high mass and flexibility values; thirdly, the final random vec 
tor should ensure the participation of all the modes. 

\ 

a) hypothesis 1 - 6 iteration vectors 
b) hypothesis 2 - alternative to a) 

Figure 3 - Choice of the initial masters for a tower 
structure 08] 

5 - CONVERGENCE ACCELERATION BY OVERRELAXATION 

The development of acceleration procedures regarding 
the Subspace Iteration method has been the subject of various 
papers (references [ 5, 6, 19]).In principle, a number of 
techniques such as Aitken acceleration, overrelaxation,theuse 
of Chebyshev polynomials and shifting can be used. The diffi
culty lies in working out a method of resolution that is re
liable and at the same time significantly more efficient, and 
this has so far not been achieved. For this reason, only the 
technique of overrelaxation of the iteration vectors was im
plemented in this program and the acceleration factors to be 
considered were carefully analysed. 

All that is needed to implement this technique is to 
change, in each iteration, the new vectors YK+l of equation 
(11), which becomes -

.:fK+l = .:fK + ('f:K+l · h+l· .:fK) . _:: (13) 

_g being the diagonal matrix of the overrelaxation factors 
ai, i = 1, 2, ... , q of the different iteration vectors. 

The use of overrelaxation of an iteration vector assu 
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mes that the vector has settled down and reached its asymptotic 
convergence rate. The overrelaxation ai of each vector is obtai 
ned as a function of this rate of convergence and is calculated 
based on Aq+l 

ai 
( 14) 

since the convergence rate of an iteration vector to the eigen 
vector originated by it is proportional to Ai/Aq+ 1 .The value of 
Aq+l must therefore be estimated in order to be able to use ex
pression (14). 

Supposing that some of the iteration vectors have rea
ched their asymptotic convergence rate and that there is fairly 
good approximation to the corresponding eigenvectors, we can es 
timate values for Aq+ 1 .Let us consider the convergence rate for 
Ai to be: 

( K+ 1) ( K) 

rci Aj - Aj i=l, 2, ...• q (15) 

Depending on the iteration number K the convergence ra
te estimates in equation (15) can be grossly in error and will 
be meaningless at or near convergence, owing to the arithmetic 
precision of the computer used. Nevertheless, if the two follow 
ing conditions are satisfied 

and 

( K+l) 
-=--rc=-;.___r-c--:-'rrc=-11_· _ ~ TOLR 

( K+l) 
rc; 

(K+l) (K) 
VLI ~ Ai - Aj ~ VLS 

{K+l) 
Ai 

(16) 

( 17) 

The values estimated for rc;(K+l) are fairly reliable. The va
lues of TOLR, VLI and VLS depend on the precision of the compu
ter used. In the present case, in which a DEC 10 computer with 
256 K words of 36 bits of central memorywas used we have: 

- Single precision corresponding to an 8 digit arithmetic 
-2 -6 TOLR = 0,35; VLI = 10 ; VLS = 10 

- Double precision corresponding to a 16 digit arithmetic 
-3 -10 TOLR = 0,2 to 0,35; VLI = 10 ; VLS = 10 

Considering the convergence rate for Ai expressed in 
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(15), bearing in mind that 

1 im rci ( K+l) = [ )
2 

A.j 
A.q+l 

(18) 

and supposing that in iteration K there are some eigenvalues 
estimates, of the "q" eigenvalues tobe ca1cu1ated, that pass 
in the tests indicated in (16) and (17), we may ca1cu1ate an 
approximation for A.g+l• using each one of these eigenvalues es 
timates, by express1on 

,(K+l) 
A.q+l= A. (19) 

Ire; (K+l) 

and use as value of A.q+1 the means 1q+1 of a11 the estimates 
calculated in this iteration. 

It may also happen that the value estimated for A. ~+1 
is lower than some of the calculated eigenvalues estimates,tnus 
leading the direct application of equation (14) to the broken 
1ine curve of figure 4. It can be seen that for the vectors be 
tween ~i+1 and ~q the overrelaxation factor would be negative: 
which would not make sense. A second curve is therefore consi
dered (dotted-line) for ai, based on a value 

- (K+l) 
~q+l = 1 , 1 . '-q (20) 

It is also assumed that no factor ai, can be 1ower than 
ai- 1, which is easy to understand since the values of '-i are in 
ascending order. The curve indicated by a full line in figure4 
is thus obtained for the values of the different overrelaxation 
factors ai. 

6 - STURM SEQUENCE 

The third phase of the Subspace Iteration method con
sists in checking whether a11 the desired "p" eigenvalues and 
eigenvectors have been obtained. This can be done using the 
Sturm Sequence property. In the program developed this check is 
optional. 

Let us construct the transformed matrix 

S = S - llM - - ( 21) 

which corresponds to shifting the origin of the eigenvalue spe 
ctrum of the initia1 problem, expressed by equation (11) , in 
the positive direction of the axis of the eigenva1ues, by a va 
1ue ll as can be seen in figure 5. 

Let us factorize S as: 

S = L . D . LT (22) 
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Figure 4- Determination of the overrelaxation factors cxi 
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x, Xz AJ x, Xpt A'p•l X 

NEW ORIGIN OF EIGENVALUES 

Figure 5 - Displacement of the origin of the eigenvalue 
spectrum 

where L is an inferior triangular matrix with elements that are 
equal to' 1'"along the main diagonal and D is a diagonal matrix . 
The nu~ber of negative coefficients in D is equal to the number 
of negative eigenvalues Ai• that is, equal to the number of ei
genvalues Ai that are smaller than v. 

To choose adequate values of v it is necessary to esta
blish bounds for the exact eigenvalues starting from the calcu
lated approximate eigenvalues. 

As an estimate of region in which the exact eigenvalue 
lies,the interval 

0,99 AiK < Ai < l,Oh{ i = 1, 2, .•. , p (23) 

is adopted, where Ai represents the exact eigenvalues, assuming 
that matrices S and M have been truncated in the computer floa 
ting point representation and AiK represents the calculated ei~ 
genvalues. 

When there are grouped eigenvalues, the corresponding 
upper bound (1,01 AiK) and lower bound (0,99 Ai~l) may be su
perposed and the concept of bound of the group can be adoptedas 
shown in figure 6. 

2 

A. fAzl 
VUIAzl 

VLSINI 

N G- NUMBER OF EIGENVALUES GROUPS 

>.q.l 

Figure 6 - Determination of value v taking into account 
the closeness of eigenvalues 
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The number of groups of eigenvalues should thus be cal
culated, as well as the number of eigenvalues and the bounds of 
each group. The number of groups is reached when the accumula
ted sum of eigenvalues in each group is greater or equal to the 
number "p" of desired eigenvalues. 

The value of \l should lie at the upper bound of the last 
desired eigenvalue \p, so that it will be possible to check whe 
ther all "p" eigenvalues have been calculated when the factori~ 
zation indicated in (21) is made. 

7 - NUMBER OF ARITHMETICAL OPERATIONS 

This part of the study concerns the estimation of the 
number of arithmetical operations made in the main phases of the 
program under consideration. Designating by "n" the number of 
equations, by "f" the medium heigh of the stiffness matrix sky-
1 i ne co 1 umns, and by "q" the number of i tera ti on vectors we ha
ve: 

a) For the factorization of the stiffness matrix in 
which the Cholesky method is used, are carried out [14 J 

2 3 
n(f + f- 2) _ f - f 

2 3 
arithmetical ope
ra ti ans 

in addition to n square roots inherent in this method. 

b) In the Subs pace Iteration method we ha ve for each 
i teration: 

Computing of Number of operations 

S • ~ K+l = 1<: 

~ K+l = ~ K+l • ~ ---------------

~ K+l = ~ • ~ K+l -----------------

~ K+l = ~ K+l • ~ K+l ------------

~K+l•!K+l=~K+l7!K+l·~K+l ---------

~ K+l = ~ K+l • 1 K+l -------------

( 2f - 1 ) nq 
1 2 1 2 nq + 2 nq 

(2f- 1) nq 
1 1 2 nq2+ 2 nq 

neglected 

nq2 

number of Operationsperiteration = 4fnq- 2nq 2- nq 

It may be assumed that the number of operations car
ried out in each iteration is about 4fnq + 2nq 2. 

c) To apply the Sturm sequence check we have: 

Construction of the Number of operations 
transfonned matrix ~ = ~ - \l. ~ ---- nf 
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Factorization of S ------------ n(f2 + f- 2) _ ~ 
2 ,J 

and n squa re roots 

8 - NUMERICAL EXAMPLES 

In order to study the performance of the computer pro
gram dealt with in this paper the resolution of the problern of 
the eigenvalues in 4 structures was considered. 

The examples presented were processed in a DEC 10 compu 
ter, with 256 K words (36 bits) of central memory. The computer 
time presented concerns the Centra 1 Processor Uni ty (C. P. U. ) 
and includes the input and output time owing to the peculiari
ties of the information of the processor used. 

The 4 examples were thouroughly analysed so as m stress 
the more significant aspects of the computer program. The 4 
structures were thus calculated for a variable number (10, 20 , 
30, 40, 50) of iteration vectors without and with application 
of acceleration by overre1axation. Table I gives the characte
ristics of each one of the analysed structures as well as the 
C. P. U. time spent for the factorization of the stiffness ma
trix and for the Sturm sequence check. 

TABLE I 

Number ofjMean heigh 
CPU t1me (sec) CPU time (sec) for factoriza 

Structure equations of the sk~ tion of the- for the Sturm 
stiffness 

n line columns matrix sequence check 
f 

I 450 10 0,84 1,25 

I I 918 54 35,55 58,76 

III 600 96 76,11 118,52 

IV 1 296 131 295,26 466,68 

Tab1e II shows, for each one of the structures analy
sed, the number of iterations needed to reach convergence, the 
mean CPU time spent for each iteration and the total CPU time 
spent for the complete solution of the problem, without and with 
application of acceleration by overrelaxation on the iteration 
vectors. 
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TABLE II 

NUMBER WITHOUT ACCELERATION ACCELERATION BY OVERRELAXATION 

OF NUMBER .P.U. TIME TOTAL 
NUMBER C.P.U. TIME TOTAL TOTAL 

STRUCTURE PER c. p .u. PER C.P.U. c. p .u. 
VECTORS OF OF TIME 

ITERATION TIME !TE RA Tl ON TIME OECREASE P/Q ITERATIONS (sec.) (h : m: s) ITERATIONS (sec,) (h : m: s \ (%\ 

5(10 23 9,84 3: 56,12 21 10,00 3: 39,48 7 

12/20 31 27 '57 14 : 23,41 25 28,22 11 : 53,83 17 

I 22130 18 49,00 14: 50,25 18 49,23 14:54,42 0 

32/40 I 31 I 76,46 39:38,81 29 77,78 37: 44,25 5 

42/50 54 I 104,13 1 : 33: 51,61 47 105,92 1 : 23: 6,78 11 

5(10 7 I 51 ,90 9: 22,89 7 61 ,94 9: 23,88 0 

12/20 14 138,31 34 : 27,00 11 138,11 27: 29,64 20 

II 22/30 15 I 246,04 1: 3: 35,10 15 243,89 1: 3: 2,68 0 

32/40 20 310,94 1:45:42,67 20 312,93 1:46:22,43 0 

42/50 52 I 451 ,66 6 : 33 : 39.57 39 452,08 4:55:57,77 25 

5/10 7 67,02 11: 29,71 7 66,42 11 : 25,55 0 

12/20 8 144 '90 23: 1 ,74 8 141 ,62 22: 32,19 0 

111 22/30 28 215,52 1 : 44: 11 ,59 19 217,73 1:12:34,05 30 

32/40 25 380,88 2:42:19,75 21 380.70 2:16:52,22 16 

42/50 29 484,34 3 : 58: 1 ,41 20 459,84 2 : 36 : 54,17 34 

5/10 7 190,72 36: 13,29 7 189,97 36: 7,66 0 

12/20 13 4 70,39 1 : 55 : 38,27 13 472,12 1 : 56 : 1 ,22 0 

IV 22/30 18 604,90 3:15:16,85 18 613,83 3 : 19 : 10,39 0 

32/40 28 887 '72 7: 8: 51 ,43 26 881 ,02 6 : 35 : 31,19 8 

42/50 40 1 183,86 13: 22 : 58,07 29 1 183,92 9 : 45 : 57,45 27 

Figure 7 shows a graph with the number of iteration vec 
tors in abscissae and, in ordinates, the total CPU time spent
in the resolution of the problern for each one of the structures 
analysed. The points of this graph were joined by straight li
nes. The full-line curves concern the analysis without accelera 
tion and the broken-line concerns the analysis with accelera-
tion by overrelaxation. 

The following figures show some vibration modes shapes 
of the analysed structures. 
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Figure 7 - Graph of the total CPU time for the resolu
tion of the problern as a function of the num 
ber of iteration vectors 
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f 1 ,94 Hz 

f 2,03 Hz 

Figure 8 - Structure I - lst and znd vibration mode sha 
pe 
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9 - CONCLUSIONS 

The following conclusions can be drawn from the analy
sis of this paper. 

a) The computer program developed includes data input 
with consistency tests for space structures (6 DOF), construc
tion of the stiffness matrix and consistent mass matrix of the 
structure, and the calculation of eigenvalues and eigenvectors 
by the Subspace Iteration method. 

b) The skyline technique, used to store the stiffness 
and mass matrices, proved very efficient as regards minimiza
tion of stored and operated coefficients and automatic partitio
ning into blocks with the corresponding transferences to auxi
liary memory. 

c) The Cholesky method was adopted for the factori za
tion of the stiffness matrix and of the transformed matrix in 
the Sturm sequence, owi ng to i ts adaptabil i ty to s torage in sky 
line partitioned into blocks. -

d) The generation of the starting iteration vectors may 
be done automatically or based on initial masters defined by 
the user. The use of automatic generation, in the examples ana 
lysed, proved very efficient and supplied convergence for the 
required eigenvalues. 

e) The computer program carries out the automatic parti 
ti on of the ma tri x of the itera ti on vectors, with the corres-:
pondi ng transferences to auxi 1 i a ry memory. 

f) The partitions mentioned in b) and e) are closely r~ 
lated with the three work arrays defined in the beginning of 
the program, wich may be modified for computers with different 
memory capacities. Numerical examples showed that the use of 
smaller work arrays with the corresponding increase of parti
tions and transferences to auxiliary memory, does not bring 
about a significant increase in processing time. 

g) The overrelaxation technique of the iteration vectors 
adopted proved efficient, particularly as the number of eigen
values increases. Numerical examples showed a reduction in the 
total CPU time of resolution of the problem, which in some ca
ses reached 34%. The use of this technique does not bring about 
a significant increase in numerical operations, but its use is 
nevertheless optional. The criterion adopted for the overrela
xation factors leads to great numerical stability and automatic 
use for any one of the "q" iteration vectors when necessary. 

h) The implementation of the Sturm sequence, whose use 
in the program is optional showed: 
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- numerical stability in all the examples analysed. 

- that convergence for the required "p" eigenvalues 
was reached with the adoption of the automatic ge
neration of the starting iteration vectors. 

- that the aditional processing time is about 1,6 ti 
mes that for the factorization of the stiffness ma 
trix, which in turn is irrelevant as regards the 
total time for the resolution of the problem. 

i) The computerprogram allows to restart calculations 
using the results of previous problems. This technique of 
restarting calculations makes it possible to calculate more ei 
genvalues then those previously defined, and the generation of 
the other starting vectors can be made either manually or au
tomatically, no matter the procedure adopted in the initial 
calculation. 
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ABSTRACT 

FIESTA is the only commercially avail
able software based on the most recent 
developments of the finite element 
method: p-version to reduce the 
number of degrees of freedom, hier
archic elements for computational sav
ing and better numerical stability as 
well as error indicators for optimiz
ing the distribution of the degrees of 
freedom over the problem domain. 

1.0 INTRODUCTION 

Stress analysis of solid continua by conventional 
general purpose programs is a very time consuming 
and expensive process. Unless geometry is simple 
enough to lend itself to automated mesh genera
tion, model preparation is generally a long ~nd 
tedious task,even with advanced graphic capabili
ties. Once created, conventional 3D meshes are 
difficult to verify by inspection. Modification 
and mesh refinement add further burden on the ana
lyst. 
The time and cost required to prepare a conven
tional solid model often exceeds estimates signi
ficantly. Consequently, analysts and managers 
rarely attempt detailed three-dimensional ana
lyses. Instead they simplify the model and are 
forced to accept an inherent loss of solution 
qualicy as a result. An additional drawback of 3D 
analyses is caused by the difficulty to interpret 
the computed results with confidence. 
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Figure 1 - Results of a hook analysis with 
the h- and the p-version of the 
F .E .M. 

Two extreme situations often occur. If the model
ing mesh is too coarse, the user may discover sev
ere discontinuities occurring at element inter
faces. When the model is sufficiently refined to 
avoid discontinuities the user may be overwhelmed 
by the huge amount of output data. 
In neither case are error estimates available. A 
result from a conventional analysis represents in
fact a single point on the convergence curve which 
is not sufficient to assess the status of conver
gence (see Figure 1). On the other hand, succes
sive analyses with increasing mesh refinement 
would require prohibitive expenditure of both time 
and money. Therefore convergence evaluation with 
the conventional general purpose systems based on 
the h-version of the finite element method is not 
pratical. 

The p-version of the finite element method offers 
instead an efficient convergence process that al
lows the user to overcome the above mentioned 
problems. Development of hierarchic p-version 
finite element formulations for both C0 and 
C1 problems was initiated in [Peano, 1976]. 
The distinguishing feature of this new convergence 
process is that the number and distribution of 
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finite elements is fixed, while the number of 
shape functions, which are complete polynomials of 
order "p", are progressively increased over some 
or all elements. 
This means that the mesh can be designed to repre
sent of model geometry only. The error of approx
imation is infact controlled separately through 
the addition of polynomial shape functions. The 
error control may be automated by criteria devel
oped and extensively tested for 2D applications 
several years ago [Peano A., Fanelli M. , Riccioni 
R., Sardella L., 1978], [Peano A., Pasini A., Ric
cioni R., Sardella L., 1979], [Peano A., 1978], 
[Peano A., Riccioni R., 1978]. This paper demon
strates application of the same concepts for 3D 
applications in a commercially available program. 

2.0 THE FIESTA CODE 

The most recent theoretical advances concerning 
the p-version of the finite element method, have 
been implemented in the FIESTA code [ISMES, 1984]. 
The program, available for elastic and field ana
lysis, makes it possible to analyze a single geo
metric configuration to yield multiple solutions, 
each of which are associated with a particular 
level of precision. This series of solutions may 
be used to verify the trend toward convergence to 
the true solution (see Figure 1). In addition, 
the total project cost is substantially below that 
of conventional methods because the FIESTA finite 
element meshes are extremely simple to begin with, 
and further, need not be refined when greater pre
cision is desired. The model simplicity in FIESTA 
provides the flexibility to make rapid configura
tion changes to the model so that it is possible 
to evaluate a larger number of alternate designs 
within given time and resource constraints. The 
p-level grading is a distinguishing feature of the 
code that gives the user the freedom to select the 
order of approximation over one or more elements, 
without any modification of the stored input data. 
Each level of approximation is obtained by adding 
higher order shape functions to the ones used in 
the previous level. Six increasingly sophisticat
ed levels of polynomial approximation (p-levels) 
may be used in FIESTA. The maximum order of poly
nomial interpolation is fourth. 
Typical shape functions corresponding to the vari
ous levels of approximation are illustrated in 
Figure 2 with reference to a hexahedron element. 
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The other element types available in the 
of the program are shown in Figure 3. All 
types, that can be either with curved or 
edges, can be used within the same model. 
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Figure 3 - Element types available in FIESTA 
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Complete interelement compatibility is maintained 
even when adjacent elements are of different poly
nomial order. The interface boundary is reas
signed to the lower of the occurring p-levels and, 
in spite to the lass of a few high order terms in 
the polynomial expansion of the element with 
higher p-level, the remairring degrees of freedom 
still provide minimal and exact conformity between 
elements. 

3.0 SELECTION OF THE POLYNOMIAL DISTRIBUTION 

FIESTA is the only commercially available finite 
element code which permits the user to vary the 
polynomial order of the finite elements for the 
purpose of Controlling the quality of approxima
tions. 
A required level of precision is reached simply by 
either uniformly or selectively increasing the po
lynomial order of the elements. Two options are 
available to define the polynomial distribution 
that is requested for computation. 
In the first option the level of approximation to 
be used within each element is specified directly 
by the user. The selection is performed through 
the execution of processor *PLEVEL and the user is 
expected to apply his own "engineering judgement" 
and use high polynomial orders in the same areas 
where he would have used a more refined mesh. 

The second option available in FIESTA [Peano, 
1978] drastically reduces the need of user's in
teraction. The optimal polynomial distribution 
compatible with the user's accuracy and cost re
quirements can be infact automatically defined by 
the program. 
This is achieved through the execution of proces
sor *AUTOPL and the computation of an error indi
cator that orders all the available degrees of 
freedom on the basis of the related contribution 
to the quality of the solution. Each automatical
ly selected polynomial distribution is comprised 
of all degrees of freedom that contribute for more 
than a given percentage to the improvement of the 
solution. 
The process that automatically selects of the var
ious p-levels is only governed by a single parame
ter that specifies the maximum number of degrees 
of freedom allowable for the solution of the prob
lem being analyzed. This means, in other words, 
that the user has only to establish a bound that 



www.manaraa.com

6-40 

is primarily ruled by economic and/or operational 
considerations. All other decisions concerning 
the accuracy of the computed solution are instead 
directly managed by the program. 

4.0 EFFICIENT SOLUTION STRATEGIES 

Taking advantage of the capabilities given by the 
p-version approach of the finite element method, 
suitable solution strategies can be developed and 
applied for an efficient solution of engineering 
problems characterized by stringent safety re
quirements. 

4.1 Solution with direct user interaction 
The following guidelines apply to the solu

tion procedure based on the manual selection of 
the polynomial level of interpolation within each 
element: 

Al) Solve for p-level=l 
This solution is inexpensive and provides the 
best check that input data are correct. 
Usually it is not worthwhile computing the 
stresses because they may be too inaccurate, 
assuming the model has a very coarse mesh. 
Displacements should have at least the correct 
order of magnitude and will be helpful for 
convergence analysis. Of course displacements 
will be too small in case a plate is modelled 
with only one element through the thickness. 

A2) Solve for p-level=2 
This will usually provide accurate displace
ments. To assess it, compare the displace
ments for p-level=l and p-level=2 and/or plot 
the total potential energy versus the inverse 
of number of degrees of freedom, and inspect 
the trend. For a preliminary assessment of 
the stress level, and to select areas where 
printed and graphic output are desired, 
stresses may be also computed. Since the mesh 
is coarse,it is not possible to expect conver
gence of all stress components yet. Moreover 
the stress components that are more important 
for the equilibrium of the structure will be 
surprising accurate already. For instance, if 
a plate in bending has been modelled with only 
one element through the thickness, the 
in-plane normal stress components will be more 
accurate than the shear stress components. 
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A3) Solve for p-leve1=4 
Either uniform or graded distributions can be 
used, according to the degree of refinement of 
the mesh. For instance, it could be helpful 
to increase the polynomial order of the ele
ments where stress output is needed and in the 
next element layer. 

A4) Compare results for p-level=2 and p-leve1=4 
Decide whether and where to further improve 
the polynomial approximation up to p-level = 
6. 

4.2 Solutions based on automatic polynomial 
distributions 
The use of the capability offered by the pro

gram for an automatic selection of the optimal po
lynomial distribution, makes it possible to get 
the same results as above, by following a proce
dure that reduces the need of direct user's inter
action. 
The recommended solution strategy, in this case, 
is as follows: 

Bl) Solve for p-level=l 
This step besides allowing a complete and 
inexpensive check of the correctness of the 
input data, prepares the initial solution that 
is needed as first requirement for the execu
tion of processor AUTOPL. In case bending ef
fects are significant, it may be better to 
solve for p-level=2 rather than p-level=l. 

B2) Execute processor AUTOPL for the computation 
of the optimal polynomial distribution that 
complies with the assumed limits of cost and 
solution accuracy. During this execution it 
is also possible to get a forecast of the so
lution improvement that will be reached with 
the addition of all available degrees of free
dom. The estimated solution accessed by the 
output processors, when compared with results 
of the initial solution gives, in general, an 
interesting idea of the most stressed areas of 
the model. 

B3) Solve for the automatically defined polynomial 
distribution and produce the required output. 

An additional analysis tool is available for the 
user in conjunction with the two above mentioned 
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procedures. 
Once two solutions corresponding to different 
numbers of degrees of freedom (NDOFl and NDOF2) 
have been computed, it is usually beneficial to 
extrapolate to get the solution that could be com
puted with infinite degrees of freedom (Szabo B., 
Metha A., 1978], [Peano A., Szabo B., Metha A., 
1978]. 
Indicating with SOLl, SOL2 the computed quarttities 
(energies, displacements, stresses, etc.) the two 
results may be plotted in a diagram SOL versus in
crease of the number of degrees of freedom. 
A line may be fitted between two or more solution 
points to get extrapolated solutions. 

In practice the extrapolated solution (SOLEX) may 
be also directly computed by the formula: 

SOLl*NDOFl - SOL2*NDOF2 
SOL EX (1) 

NDOFl - NDOF2 

Although not necessarily corresponding to the true 
solution, the extrapolated results are generally 
better than the computed ones. With the exception 
of cases of very poor rnodeling (e.g. distorted 
elements and low order of interpolation), or pres
ence of singularities (reentrant corners, concen
trated forces, etc.) the rnethod is proved to give 
accurate estirnates of the asyrnptotic solution, and 
is of particularly easy application. 

5.0 EXAMPLES OF APPLICATION OF THE FIESTA CODE 

Two exarnples are presented to show engineering ap
plications of the solution strategies rnade avail
able frorn the p-version approach of the finite 
element rnethod. 
Focus is rnade in particular on the procedure of 
section 4.2. The reason of this choice is that 
the procedure based on the autornatic selection of 
the polynornial distribution allows the cornputation 
of accurate solutions without requiring any par
ticular care or known-how from the user. This is 
of course of great irnportance expecially in view 
of the generalized application of the finite ele
rnent rnethod that is now occurring. 
The first exarnple is the well-known problern of the 
semi-elliptical surface crack in a plate under re
rnote tension. The problern is particularly inter
esting as the nurnerical solution can be easily 



www.manaraa.com

6-43 

compared with results available in the technical 
literature, as well as for the fact that it high
lights the extreme accuracy that can be obtained 
by FIESTA. The problern and the mesh used for com
putation are shown in Figure 4. 

0'·1 
• • 1.037 
b• tnn 
W• 1Z.l 
I • 1Z.7 
I• 12.7 

Figure 4 - F.E. model used to solve the 
problern of the part through 
crack 

Using all element at the same level of interpola
tion, a number of degrees of freedom ranging from 
153 to 2241 can be defined over the model of Fig
ure 4. According to the procedure of Section 4.2 
the problern has been initially solved with a uni
form distribution of elements at p-level=1. As 
only 153 degrees of freedom are used, the initial 
solution at p-level=1 can be effectively used as 
an inexpensive check of all input data. 

After the initial solution, processor *AUTOPL has 
been executed to compute the two optimal polynomi
al distributions bounded by 600 and 1200 degrees 
of freedom, respectively. 
These distributions are presented in Figure 5. As 
expected, higher order elements are used around 
the crack front, while lower order elements are 
progressively used going away from the critical 
area. Note that fourth order polynomials are se
lected in both cases in the elements on the crack 
surface. 
One or two orders distinguish instead the level of 
approximation in the surrounding elements. 

The values of the stress intensity factor computed 
along the crack front with the polynomial distri
butions of Figure 5 are presented in Figure 6. 
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Figure 5 - Polynomial distributions selected 
by the program with an allowable 
number of 600 and 1200 degrees of 
freedom 
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Figure 6 - FIESTA results for the 
part-through crack problem 

In the same Figure results of the reference solu
tion (Newman et al., 1979], as well as results ex
trapolated using Equation 1 of section 4.0 are 
also presented. The stress intensity values com
puted with 600 and 1200 degrees of freedom exactly 
follow the trend of the reference solution with a 
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percent along 

As expected, extrapolated results are much more 
accurate and are within a maximum discrepancy of 
2.5 percent. Taking into account that the refer
ence analytical solution is considered to be with
in 5 percent of the exact solution, the FIESTA so
lution may be regarded as equally accurate as (and 
probably more accurate than) the reference solu
tion. 

The second example of application of the solution 
strategy based on the error indicator capability 
of FIESTA, is the analysis of a typical boiling 
reactor feedwater nozzle. 

Figure 7 - Geometry of the BWR nozzle 

Figure 7 shows the drawing by surfaces of one 
quarter of the structure being analyzed. In Fig
ure 8 two finite element models are presented. 
The first is the mesh originally used to solve the 
problern with a conventional general purpose finite 
element program. The second is the mesh used with 
FIESTA. Because of the capability of the program 
to use high order interpolation functions, only 15 
curved elements have been used to properly model 
the structure. As previously mentioned, the first 
step of the execution procedure is for the compu
tation of the initial solution corresponding to a 
uniform polynomial distribution of p-level=l (con
stant strain elements). 
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( a) (b) 

Figure 8 - F.E. meshes of the BWR nozzle 
a) conventional grid 
b) FIESTA grid 

(a) (b) 

Figure 9 - Results of the initial solution (a) 
and the uniformly upgraded solution 
(b) 
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Results of the initial solution are presented in 
Figure 9a where contour lines of the octahedral 
shear stress are drawn an the later cross section 
of the nozzle. The picture, that was required 
with the automatic hatching of areas exceeding the 
stress value of 100. units, indicates that the 
peak stress is reached an the internal surface, 
near the connection with the cylindrical shell. 
The results of an uniform element upgrading up to 
a cubic order of polynomial interpolation are 
shown in Figure 9b. As expected, the new degrees 
of freedom added to the ones used for the initial 
solution produce a considerable increase of the 
hatched area. The solution of Figure 9b is com
puted by using 912 degrees of freedom. Results 
agree with those obtained by a conventional code 
and the mesh of Figure 8 (1798 DOF) . Figure 10 
presents the polynomial distributioa and the re
sults obtained after an execution of processor 
*AUTOPL in which the maximum number of degrees of 
freedom was limited to 600. The new results com
puted by using only 60 percent of the previously 
used degrees of freedom fully agree with results 
of the solution based an a uniform polynomial in
crease. 

Figure 10 - Polynomial distribution and stress 
output after the execution of 
processor *AUTOPL with NDOF = 600 

6.0 CONCLUSIONS 

The p-version approach and the error indicators 
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for automatic (or semiautomatic) convergence are 
now available in a commercial environment and are 
demonstrated to provide validated results by sim
ultaneously reducing both the need for user's in
teraction and the total computer and project cost. 
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A POWERFUL FINITE ELEMENT METHOD FOR LOW CAPACITY COMPUTERS 

Prof. J. Jirousek 

IREM, Swiss Federal Institute of Technology, Lausanne, Switzer
land 

1. INTRODUCTION 

The progress made in computer hardware over the last decades 
has lead to the development of fairly powerful mini-computers 
and for some time now there has been a strong demand to de
velop special versions of the existing FE programs for their 
use. For obvious reasons, the practical application of con
ventional finite elements on micro-computers should, however, 
be limited to comparatively simple problems which may be 
solved with adequate accuracy by using relatively few elements 
and a low total number of degrees of freedom. The method of 
Large Finite Elements (LFE) removes this difficul ty and en
ables to extend the range of practical applications to in
volved problems including various stress concentrations and/or 
stress singularities. 

Although both the theoretical basis of the LFE method 
and some studies related to its practical efficiency have 
already been published some time ago [1-4], the method is not 
largely known and for the reader' s convenience we start by 
briefly summarizing the theoretical formulation. 

2. PRINCIPLE OF THE METHOD 

The principle of the method is to base the finite element 
formulation on trial functions that satisfy, a priori , all 
the field equations of the problern (Treffz 's method) rather 
than the essential boundary conditions and interelement con
tinuity (Ritz). 

Consider a boundary problern stated as follows Let the 
internal equilibrium of an elastic continuum occupying the 
region Q bounded by f=aQ be expressed in terms of displacement 
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by a system of governing differential equations 

Lu = f an Q , (1) 

where L is a differential operator matrix, u is a vector of 
generalized displacement and f is a conjugated vector of gen
eralized body forces. The boundary condi tions are defined in 
terms of the generalized boundary displacements v=v(u) andjor 
the conjugated generalized boundary tractions T = T(u) by 

V V on [ 
V 

and T = T on [ 
T 

where v and T are the p~escribed quantities 

Regoon fl j 

I 
I 

Subregoon fl e 

(Large linote element·LFE I 

(la,b) 

and r + r = all 
v T 

B 

/ 

D 

ol~ 
, oio I 

Figure 1. Typical conventional finite element (CFE) 
and large finite element (LFE) meshes: A. load depen
dent singularity; B. rounded off re-entrant corner 
stress concentration or sharp ~e-entrant corner stress 
singularity; C. stress concentration due to circular 
holes; D. clamped-free corner stress singularity. 

The LFE method subdivides (Fig.l) the region Q into a 
small nurober of subregions lle ( large finite elements - LFE) 
and assumes on each \le an independent field of generalized 

gisplacements ue expressed in terms of a particular integral 
Ue and a set of appropriate homogeneaus solutions «1>1 , ... «1>2 
to (1): 0 m 0 

u u + L cj>. a. = u + cj> a , (2) 
e e ll e ee 

i=l 
where ae is a vector of undetermined coefficients and the 
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Lue= f and 
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(2a,b) 

It is important to point out that u may be a "global" func-

tion, i. e. function extended over the whole Q and, conse

quently, not confined to a single LFE. 

For expository purposes, figures 1 and 2 represent simple 
plane elasticity situations. However, it should be pointed out 
that all considerations apply to any linearly elastic con
tinuum {plate in bending, shell, etc.). 

The goal is now to calculate the undetermined coefficients 

ae of all LFE so that the boundary conditions (la,b) are 

matched and the interelement continuity restored, as best as 
possible, in some conveniently defined sense. Clearly, this 
may be achieved in many different ways (collocation, least 

square, etc., see e.g. [5-7) and others). Unfortunately, such 

LFE cannot be implemented in the finite element (FE) library 

of existing FE programs. Indeed, the way of obtaining the 

system of simul taneous equations for the undetermined coef

ficients of all subregions fails to comply with the standard 
finite element assembly rules of the direct stiffness method. 

This important drawback may be overcome by the appli
cation of a technique similar to that used to enforce inter

element continuity in various hybrid models, pioneered by 
Pian, Tong, Lin and others. This involves assuming either an 

independent inter~lement_ boundary displacement or boundary 
traction fields, v or T, defined in terms of conveniently 
chosen nodal parameters, and constructing a convenient vari
ational functional [ 2) . As opposed to common hybrid models, 
this field may however be confined to the interelement portion 

of the boundary. 

From a practical point of view, the solution based on as

sumed interelement displacement appears as the most convenient: 

If 
V = N d on f (3) 

e e e e 

where de are nodal displacement parameters and where the in
terpolation functions of the matrix Ne are such that if the 

corresponding nodal parameters of the adjacent LFE are matched, 
v is the same for the two adjacent elements over their common 
boundary, such formulation leads in the most Straightforward 
fashion to the conventional force displacement relationship 

s 
e 

s + K d 
e e e 

(4) 
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In (4) 
stands for 
s that is 

Ke is the stiffness matrix of the element and se 
that part of the vector of equivalent nodal forces 
independent of de (effect of distributed loads, 

variation of temperature ... ). 

3. VARIATIONAL FORMULATION 

From the method of matehing the governing problern equations 
(l), it lS obvious that any local solution representing a 
stress singularity of stress concentration may be straight
forwardly included in the expansion bases (2) of the particu
lar LFE which contains this singulari ty or stress concen
tration. This enables the formula tion of, for example, el
ements including angular corners, sharp V-shaped notches, 
arcs, circular holes, etc. 

a) 

r,. 

In general, the boundary, 3Qe of a particular LFE (Fig.2) 

· ~. r;. 
b) 

an = r:. • r;. • r;. an = r,. t rr. t r;. + r,. 

Figure 2. Regular a) and stress singularity or stress 
concentration b) types of the LFE. Note that the 
boundary condi tions along the fse portion of the LFE 
boundary are satisfied by the approximating functions 
a priori and that all element types are produced by a 
single LFE routine associated with a library of op
tional approximating functions. 

may be represented as a sum of four distinct portians 

aQ = r + r + r + r 
e Se ve Te Ie 

r + r 
e Se 

(5) 

defined as follows: 

fse portion of 3Qe on which the prescribed boundary 
conditions are satisfied a priori (this is the case when 
the approximating functions are derived from a known lo
cal solution in the vicini ty of a stress singularity or 
stress concentration) ; 
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fve and fTe , portion of the remaininq part, aQe -rse , of 
the LFE boundary on which either displacements (v = v) or 
boundary tractions (T = T) are prescribed; 

fre interelement portion of aQe ; 
fe = aQe - fse (to simplify notation). 

In the sequence we present shortly two variational func
tionals, J(u,v) and I(u,v). The main difference is the use of 
the independent v field. While in the first case, v is defined 
all over fe in the second one v is limited to the interel
ement portion fre of the LFE. The LFE based on either the 
first or the second functional may be combined with each other 
in a LFE mesh. 

3.1. Variational functional J(u,v) 
The simpler of the two LFE formulations is based on the fol
lowing proposition: 

1 J t - T V df 
2 e e 

dQe 

stationary, 

J-t 
+ V T df 

e e 
fe 

(6) 

where the sum ~ extends over all subregions (LFE) of Q. The 
independent fields ue and ve of any particular LFE are sub
jected to the following subsidiary conditions: 

a) the field ue verifies the governing differential 
equations of the problern 

Lu = f on Q (6a) 
e e 

and, if relevant (Fig.2b), some boundary conditions 

v(u ) = 0 and/or T(u ) = T 
e e 

on appropriate portians of rse (6b) 

b) the boundary field Ve satisfies the kinematic boundary 
conditions 

V = V On f 
ve 

(6c) 

and the kinematic interelement continuity requirements. 

Now, if the variation of J(u,v) with respect to u and v 
is performed and one observes that, by virtue of Betti's 
reciprocity, 

t ov T ) df 
e e 
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one obtains 

oJ <u,v) = L: l--JoTt <v -v l df 
e e e e 

fe 

+jovt<T -T )dr 
e e e 

fTe 

Clearly, the stationary conditions associated with 
oJ(u,v)=O are the statical boundary conditions, Te=T at fTe , 
and the interelement continuity of displacements v and trac
tions T. 

Cönsequently, the stationary principle (6) implicitly 
imposes all the missing condi tions and, as such, consti tutes 
a suitable basis for a LFE formulation. 

Examination of expression (7) of oJ(u,v) also shows that 
the solution becomes singular if any of the functions 'i de
scribes a rigid-body-motion mode of displacement and thus 
leads to a vanishing boundary traction term. Therefore, 
special care should be taken to form the matrix t = [tlr···tml 
as a complete set of linearly independent solutions associated 
with non-vanishing strains. Note that once the solution of the 
LFE assembly has been performed, the lacking rigid body modes 
may again be reintroduced in the internal fields ue and their 
undetermined coefficients calculated by requiring e.g. the 
least squares adjustment of Ve and ve at all nodes of any 
particular LFE. 

3.2. Variational functional I(u,v) 

If one wishes to restriet the use of the independent boundary 
displacement field v to the interelement portion of the 
boundary, 

(8) 

the corresponding variational functional is simply 

I(u,v) L: [- !Jrtu dQ - !JTtv df +jT~ df + 
e 2 e 2 ee ee 

l"le Cllle fve 

f - t f -t 1 + (T -T) vdf + V T df - -
e e e 2 

c J <v -v) t <v -v) dr -
e e 

fTe fie fve 

l J - t - J - - C (v -v ) (v -v )df 
2 e e e e 

fie 

stationary (9) 

where C is an arbi trary, but preferably small penal ty coef
ficient. In addition to the statical boundary conditions, 
Te =T at fTe , and the interelement continui ty of Ve and Te, 
rendering the functional I (u, v) stationary imposes also im
plicitly the geometrical boundary conditions, ve =v at fve 



www.manaraa.com

6-55 

Note that this formulation does not impose any condition on 

the rigid-body-motion terms among the approximating functions 

<h 

4. DEVELOPMENT OF THE LFE MATRICES s AND K AND PROGRAM IM

PLEMENTATION 

The evaluation of the LFE matrices only calls for integration 

along the element boundaries (section 3) which makes it poss

ible, in two dimensional problems, to generate arbitrary 

polygonal or even curved sided elements. Choosing of con

venient expansion set satisfying the governing problern 

equations and, if relevant, boundary condition on the portion 

fse of the element boundary, generally does not present a 

difficult problem. Whilst the standard regular displacement 

field for the classical Kirchhoff plate, for example, may 

be easily generated using biharmonic polynomials 

k+2 
rmz0 

2 k 
r Imz 

0 0 

k+2 
<Pi+3 = Rezo 

( k=O I 1, 2 I ••• ) 

where xo and YO are local Coordinates wi th origin at the 
2 2 2 

center of gravity of the LFE, ro = xo + YO and the complex 

variable zo = xo + iyo, the displacement field for a perfor

ated or a singular corner LFE may be conveniently represented 

using the known local solutions in the vicinity of a circular 

hole and the Williams eigensolutions for the given apex angle 
respectively. The load term g = ~ for uniform load may be e.g. 

set to 
o 2 2 Et 3 
w = ~ x y where D = stands for plate stiffness. 

SD 12(1-v2 ) 

For a concentrated load P at 
equal to0 

w -~- r 2 Q,nr2 
l6nD 

with 

Xp, 

2 
r 

0 
Yp 1 the corresponding w 

2 2 
(x-x ) + (y-y ) 

p p 

is 

It lS essential to point out that this load term should be 

used as a global function, extending over the whole element 

assemgly. This not only helps in improving the accuracy (the 

term w being already continuous over the interelement boundary) 

but also simplifies the input data since the program user 

need not trouble to identify the elements concerned by the 

applied concentrated loads. 

For the classical plate bending again, the conjugated 

vectors Te and Ve may be readily defined e.g. as 

M, 
n 

and Ve = [ W 1 

aw 
an' 

aw 
at ] I 
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where Qn, Mn and Mnt stand respectively for shear force, bend
ing moment and twisting moment referenced in local cartesian 
frame n,t (n = external normal to the LFE boundary). 

The approach to other problems of the linear theory of 
elasticity is quite analogical. The nature of the formulation 
makcs it possible to write for each class of problems (plane 
elastici ty, plate bending, etc.) a single element subroutine 
for LFE of a very general, say polygonal, form (variable num
ber of sides) and provide it with a library of optional ex
pansion sets. The program user selects the appropriate one ac
cording to the situation encountered by specifying a single 
control parameter. This possibility was successfully exper
imented within the general purpose program SAFE [ 8] and Table l 
presents the available LFE. Using 6 nodal degrees of freedom 
(DOF) for the plate bending LFE implies that the independent 
boundary displacement w and normal slope 3w/3n are interpolated 
over each element side by Hermitian polynomials of order 2 
and 1. Obtaining a 3 DOF/node version, if preferred, is a 
simple matter of appropriately changing the interpolation 
functions Ne at the LFE boundary. 

flllllT 
1111( 

tfEI'I.B 

lfEPU 

lf(SI:C 

Table 1. Families of Large Finite Elements available 
in general purpose program SAFE. 
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5. ASSESSMENT OF THE EFFICIENCY OF THE LFE METROD 

From the nature of the LFE concept it is obvious that the 
advocated approach is particularly well suited to solution 
of complicated problems involving various stress concentrations 
and/or singularities. Therefore for an unbiased assessment of 
the LFE efficiency, it is of interest to start with some quite 
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Table 2. Study of a clamped square plate (v=O) using 
quadrilateral LFE: P ... concentrated 

central load; p ... uniform load. 

MESH DWA : Pa 2 MxA : p Mxs : p OxB : P/a 

1 X 1 0.005611 ( 0%) m -0.1244 (-1.1%) -0.695 (-12.5%) 

2 X 2 0.005600 ( 0. 2) m -0.1268 ( 0. 8) -0.780 ( -1. 8) 

THEORY 0.005612 m -0.1258 -0.794 

MESH DwA : pa4 MxA : pa2 MxB : pa2 OxB : pa 

1 X 1 0.001275 ( 0. 8) 0.0163 ( -7. 7) -0.0549 ( 7. 0) -0.469 ( 6. 0) 

2 X 2 0.001266 ( 0.1) 0.0173 ( -1.9) -0.0516 ( 0. 6) -0.448 ( 1. 6) 

THEORY 0.0012653 0.01762 -0.0513 -0.441 

A ••. P1ate center; B ... Mid-edge 

Table 3. Study of a simply supported square plate (v=O) 

using quadrilateral LFE : P ... concentrated 
central load; p ... uniform load. 

MESH DWA : Pa 2 MxA : p OxB : P/a vc : p 

l X l 0.01156 (-0.3%) m -0.365 (-12.5%) 0.173 ( -0.6%) 

2 X 2 0. 01158 ( -0.2) m -0.430 ( 3.1) 0.175 ( 0. 6) 

THEORY 0.011601 m -0.417 0.174 

MESH DWA : pa4 MxA : pa2 OxB : pa Vc : pa 

l X 1 0.004075 ( 0. 3) 0.0355 ( -3.5) -0.371 ( 9. 8) 0.097 ( 3. 9) 

2 X 2 0.004063 ( 0) 0.0367 ( -0.3) -0.341 ( 0. 9) 0.093 ( 0) 

THEORY 0.0040624 0.03684 -0.338 0.093 

A ... Plate center; B ... Mid-edge; C ... Plate corner 

common standard test problem 1 such as e. g. the bending of a 
thin square plate (side a) 1 where the possible superiority of 

the LFE solution is not a priori 
that already the crudest meshes 

obvious. Tables 2 and 3 show 
(lxl or 2x2 LFE over a sym-

metric quadrant) yield not only surprisingly accurate displace
ments w but also excellent moments (M) 1 shear fc.,rces (Q) and 
corner reactions (V) . 
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The ne xt e xampl e s demonstra t e exce llent capaci ty o f the 

LFE to deal with va rious singular Situat ions. The r e s ults 

shown in Tabl e 4 r epresent the LFE r eply t o the skew plate 

challenge recent l y proposed by Fi nite El ement News [ 9]. Again, 

t • a / 100 

E • 30 x 1061b /in2 
V • 0.3 

Figure 3. Typical LFE me s h for a skew plate study: A. Re g

ular LFE; C. LFE with singular c o rner singula r ity. 

0 assembly node s with 6 DOF; e auxili a ry nod e s without DOF. 

SKE PLRTE - 4 X 4 ELE ENTS 
OISPL. W• l 0••3 - C()-ICENI~AT(O LOI'lll DIMENSION : I 

MOMI:NI IIX - CONC(NIRAI[O LOI'lll OI H(NSION L6S • INIIN 

HO'l(NI MY - CONCE~ ~~~ T EO LOAIJ DIMENSION : LBS • I I!N 

Figure 4. Simply supported skew plate from Fig. 3 (a = 1 in) 

under concentrate d cent ra l load (P = l lb) . 
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Table 4. Convergence study for uniformly loaded simply 
supported skew plate. Uniform meshes of LFE (e.g. Fig.3). 

Mesh over 2 2 4 X 4 8 X 8 
comp1ete p1ate 

X 

Percentage error 
in displacement M M wc MmaxC M wc M M 
and principal mo- wc maxC minC minC maxc minC 
ments at centre (C) 

6 = 90° 0 1.0 1.0 0 -0.4 -0.4 0 0 0 

6 = 80° 0 0.8 1.8 0 -0.4 -0.2 0 0 0.2 

6 = 60° 0 0.7 3.6 0 -0.2 -0.3 0 0 0 

6 = 40° 0 -3.9 -6.7 0 -0.7 -0.6 0 -0.4 0 

6 = 10° -0.1 0 0.9 0.1 -1.0 0.9 0 -0.5 0 

already the siruplest 2 x 2 LFE mesh produces for any skew 
angle o reliable results whereas the majority of the 33 plate 
bending elements reported in the Final Report [ 10] appear as 
unduly sensitive to the skew angle o and present large errors 
despite very fine meshes (14 x 14) used. Figures 4 to 6 are 
other examples of efficiency of the LFE concept. It is of 
interest to point out that the overall cost of the analysis 
is frequently reduced in such cases by a factor of more than 
20 as compared to analysis using more conventional elements 
in which case the user is faced with an additional difficulty 
of finding a FE mesh fine enough to yield reliable resul ts 
yet not too fine or too difficult to generate to keep the 
computer and data preparation cost within reasonable limits. 

The contour plots (Figs. 4 and 5) show that the interel
ement continui ty upon which bears the only one approximation 
used is remarkably well satisfied not only be kinematic quan
tities but also by moments. Note that to allow obtaining good 
graphics with only few elements, the LFE subroutine evaluates 
results for optional auxiliary grids of up to 25 internal 
o~tput points for a regular LFE (and more for a singular or 
stress concentration LFE) - see [11] for more information. 

6. CONCLUSIONS 

The LFE method combines the flexibility of the conventional 
FE for irregularly shaped regions with the accuracy and high 
convergence rate associated with the Trefftz's method. 

The accuracy and practical efficiency of the LFE solution 
as compared with more conventional FE calculation, is already 
surprising e. g. in "regular" plate bending problems, and in 
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cases presenting various stress concentrations or stress 
singularities, its superiority over conventional FE is obvious. 
The LFE also considerably reduces the input and output cost.s, 
since the mesh definition is much simpler and, when using 
graphic output facilities, full advantage may be taken of 
the knowledge of the analytic solution within each LFE and of 
the practically negligible discontinuities (Fig.4) at the 
interfaces. 

The LFE method is related to both the so-ca1led boundary 
solution procedures and the hybrid methods. For the time being, 
the numerical experimentation remains the basic method of 
analysing the LFE adequacy and a large amount of research is 
still necessary to exploit its vast possibilities. 
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AN EXPLICIT FINITE DIFFERENCE SOLVER BY PARAMETER ESTIMATION 
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Mathematics Department 
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1. INTRODUCTION 

C. Dey 

7th Grader 
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Charleston, IL 61920 

Explicit finite difference schemes are possibly the siruplest 
methods to solve initial value problems. The main drawback, 
however, is that in order to maintain stability of computation, 
step size must be small. This often increases computer run 
time, especailly when steady-state solutions are needed. In 
ref. [1), the second author combined a predictor which is an 
explicit finite difference scheme with a one-step corrector and 
solved Burgers' equation given in section 7. The step sizes 
were chosen such that the stability criterion for the predictor 
alone was violated. The corrector required estimation of a 
filtering parameter such that stability properties may be 
maintained. 

For linear models, computation of this parameter is rather 
simple. Nonlinear models are, however, first linearized at 
the initial condition to compute the value of the filtering 
parameter. The method is an explicit finite difference scheme 
and as such it requires no matrix computation. Lomax [3) ap
plied linearized stability analysis and found that the present 
scheme may generate stability contours which could be signifi
cantly much larger than those for most explicit finite differ
ence methods. In this article we will study some properties 
of this method with some applications. 

2. THE ALGORITHM 

For the initial value problern 

du/dt = f(u,t), u(t0) = u0 (1) 

the present algorithm consists of the following two steps: 

predictor (2) 
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corrector (3) 

where h = step size, 1 = filtering parameter. The predict;2r is 
Euler' s forward extrapolation formula. If 1 = 0, Un+l = U 
(corrector is not used). 

A simple application may be duldt = -2u+l, t = 0 u = 1.5. 
(Analytical solution is u=0.5+exp(-2t) ). Here f(u,t) 
-2u+l. With h=O.l, 1=0.4667, we got: 

t U(computed) u ( exac t) 
1.0 0.635232 0.635335 
2.0 0.518288 0.518316 
3.0 0.502473 0.502479 
4.0 0.500334 0.500335 
5.0 0.500043 0.500045 

3. CONSISTENCY, STABILITY AND CONVERGENCE 

We consider a linear model: 

Now using equations(3) and (4) and combining them we get, 

un+1 ß u ß = l+z+1z 
2 \h. = 

' z n 

Assuming Taylor series expansion for u n+l u(t +h) and 
(4) 

n equation we get: 

2 3 
+ ... ) un+1 = (1 + z+z I 2! + z I 3! u 

n 

Subtracting equation (5) from equation (6) we get: 

where s = u -u n n n 
1 - ( 2 212' 313' ) u - -1z + z . + z . +... u . 

n n 

(4) 

(5) 

using 

(6) 

(7) 

6 is 
n 

the truncation error and as h~O, 6n~o Vn. This gives consis-

tency. Now, iff 6 is neglected, a necessary and sufficient 
n 

condition for convergence to steady state is: 

I s I < 1 (8) 

This is our stability criterion. Since \ may be complex, so 
is z. If we set IBI = l, z = x+iy and plot IBI = ll+z+1z 2 l =1 
in a complex plane (for a given 1) we obtain a stability con
tour. Three such contours for 1=0.095, 0.13 and 0.25 are 
given by figures 1,2 anc 3 respectively. The codewas devel
oped by Lomax [3]. In figure 1, the method is stable if 
(i) -3 __:::_ Re(z) <0 or (ii) -10.6 __:::_ Re(z) <- 8. 
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Let A = -~. ~>0. Then for stability O<h < 3/~ or 8/~ < h < 
10.6/~. Thus there are two distinct regio~s of stability, for 
one h is small, for the other h is considerably larger. This 
has been verified in Example 1 in section 6. 

4. STEADY-STATE SOLUTION 

This algorithm is primarily meant to compute steady-state solu
tion. Here we prefer to use large time steps. It is important 
to analyze how such problems are affected by the present algor
ithm. For this we consider: 

du/dt = Au +a , u(O) = u0 (9) 

The steady-state Solution is u -a/A. The present scheme is: 

u = u + z u + h a + (TE) n n n (10) 

u 1 = ( 1-y) u + y{u +zu + h a + (TE) } 
n+ n n n 

(11) 

where z = Ah, (TE)n = truncation error at tn = O(h2). 

As h-+0, (TE) -+ 0. 
n 

Combining (10) and (11) we get: 

2 u 1 = (l+z+yz ) u + (l+yz) ah + (l+yz) (TE) 
~ n n 

( 12) 

Thus for the present scheme, truncation error is (1+yz) (TE)n 

-+0 as h-+0. Neglecting this we get: 

2 
U n+ 1 = ( 1 + z + y z ) U n + ( 1 + yz) a h 

where U 
n 

net function corresponding to u ( tn). 

(13) 

At the steady-

state Un+ 1 = Un. Thus from equation (13) Un = -a/A, thesteady-

state solution, which is the same as the analytical solution. 

5. LINEAR SYSTEMS 

The extension of the present scheme to the linear system is 
interesting. We consider: 

dX/dt = AX (14) 

T J 
where X= (x 1 x 2 ... xJ) CR and A = a (JxJ) square matrix. 

(RJ = real J-dimensional space). The predictor is, in element 
form: J 

X. X~ + h L: ajk ~ ' 
j 

J J k=1 
1' 2, .•• J (15) 

The corrector is: 
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A j-1 n+1 J 
(1-y.) X.+ y. {X~+ h ( ~ a.k Xk + ~ aJ.k~)} 

J J J J k=1 J k=j 

Where X~ = the net function corresponding to X.(~) 
J J 

( 16) 

If we combine equations (15) and (16) we will get: 

p xn+1 = Q xn (17) 

where P is a lower triangular and Q, an upper triangular matrix. 

For stability P- 1Q must be a convergent matrix, which is guar-

-1 -1 
anteed if p(P Q) < 1 , where p(P Q) is the spectral radius of 

p-1Q. 

6. APPLICATIONS TO LINEAR MODELS 

We now consider applications to linear models. 

Example 1: du/dt = -100(u- sint) + cost, u(O) = 0. 

The analytical solution is u = sint. Here A = -100. If we 
choose h = 0.1, z = Ah= -10. From figure 1, z = -10 is within 
the stability contour for y = 0.095. Computationallywe found: 

t U(computed) U(exact) 
2.5 0.594931 0.598472 
5.0 -0.957553 -0.958924 
7.5 0.936782 0.938000 

10.0 -0.543441 -0.544021 
12.5 -0.066034 -0.066322 
15.0 0.649246 0.650288 

With y = 0, the algorithm failed. If we reduce h and set 
h = 0.06, z = Ah = -6.0 which is exterior to the stability 
countour and thus the method failed. 

Example 2: dx/dt = y, dy/dt = -x, x(O) = 0, y(O) = 1. 

the exact solutions are x = sint, y = cost. The present 

algorithm uses X = X + hY , Y = Y -h X and X 1 = ( 1-y)X + 
n n n n n+ 

A A 

y(Xn + hY), Yn+1 = (1-y)Y + y(Yn-hXn+1 ). Here, 

p = [
1-yh2 

Q = Yh-h 

Eigenvalues of P- 1Q are A = (l-yh2) ± ih /(1-l h2) 
If we choose y = 1/h, A = 1-h < 1. Here stability will be 
maintained although results could be grossly inacurate. 
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We chose y = 0.5125, h 0.1 and obtained: 

t x(computed) x(exact) y(computed) y(exact) 
1.1 0.891393 0.891207 0.452504 0.453596 
2.1 0.861572 0.863209 -0.504388 -0.504846 
3.1 0.039995 0.041581 -0.995331 -0.999135 
4.1 -0.816288 -0.818277 -0.570285 -0.574824 
5.1 -0.920220 -0.925815 0.377821 0.377978 
6.1 -0.178161 -0.182163 0.976323 0.983268 

Example 3 ut = -c ux , u(O, t) = e -ct, u(x,O) = ex. Analytically, 

x-ct u = e Approximating ut and ux by two point forward and 

backward differences respectively we get: 

A n n n n 
U. = U. -a (U.- U. 1), a = cAt/h.x,UJ. = U(xJ:, tn) = 

J J J J-

net function corresponding to u(x., tn). The corrector is 
J 

Un.+l A { n A n+1 } J = (1-y) Uj + y Uj -a (Uj -Uj_ 1) j = 1,2, ... J. Combining 

these two formulas we get PUn+1 = QUn,where P=Tridiag(-ya,1,0) 
-1 Q=(l-y-ya). Tridiag(a, 1-a,O) - y I. The eigenvalues of P Q 

are given by A. - (1-a) (1-y-ya) - y = 0 
J 

For stability l>..j I < 1, giving(a-2)/a2 

giving A. = 1- a + Ya 2 . 
J 

< y < 1/a, (a=c6.t/6.x). 

Choosing l'ot = /). x, c = 2, stability is obtained if O<y < 0.5. 

Even if we choose c = 2, /). t = 2 6. x, stability is guaranteed if 

0.125 < y < 0.25. The predictor itself (y= 0) is stable only 

when 11 -a I < 1 or /). t < /). x. In figure 4, y = 0, /). t = 6. x 

= 0.2, c = 2. After 12 time steps, the predictor failed. In 

figure 5, y = 0.13, /). x = 0.2, /). t = 0.4, c = 2, the predictor

corrector scheme showed no instabilities. 

Example 4: u = vu , u(x,O) = sin 1Tx, u(O,t) = u(l,t) = 0 
t XX 

Approximating ut by a two-point forward difference formula and 

n+1 n n n n u by central differences we get U. = U. + a(U. 1-2U. + U .+1) 
XX J J J- J J 

2 a = V l'ot/ Ax . For stability 0 < a .S. ~- This means, if V= 1 

and /). x = 0.05, /). t < 0.005. The predictor-corrector algorithm 

is: 

y {U~ + 
J 

A n 
u. = u. 

J J 
( un+l 

a j-1 

+ a ( u;_ 1 - 2 u; + u;+1) 1 u;+1 = (1-y) uj + 

-2~+uj+l). 
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Stability criterion is rather simple to compute. For \! = 1, 6, x = 

0.05, 6.t = 0.005 whereas the predictor itself (y=O) failed 
(figure 6), using y = 0.19 perfect results were found (fig. 7) 

7. APPLICATIONS TO NONLINEAR MODELS 

Example 1: du/dt = -25(u-1/u), u(O) ff. The analytical 

"' solution is u = ( 1 + exp ( -50t)) 2 • To obtain ,\ we 1 inearize the 

model at t = 0. f(u,t)=-25(u-l/u), ,\=df/duJ = 

uo 
-25(1+0.5) = -37.5. lf we choose h = 0.1, z = ,\h = -3.75. 
This is inside the stability contour of y = 0.175 [1]. 
Computationally steady-state solution u = 1 was found after 1.0 
sec. 

Example 2: ut + uux = \!uxx' u(x,O) = simrx, u(O,t) =u(l,t)=O. 

This is Burgers' equation. The predictor-corrector algorithm 

~ n n n n n n n n+ l 
is: U j = U j + a U j (U j _ 1 - U j) + b (U j _ 1 - 2U j + U j + 1) , U j = 

~ n ~ n+ l ~ n+ 1 A ~ 
(1-y) U.+y{U. +aU. (U. 1 -U.)+b(U. 1 -2U.+U.+l)}, 

J J J J- ] J- J J 

j = 1,2, ... J where a = /l.t/6.x, b=v6.t/6.x 2 . We used \! = 10-5, 

6.x=0.05, 6.t= 4/'l.x. If y=O, the predictor failed. With 
y=0.25, results are plotted in figure 8. Results are not 
time accurate. Strang instabilities were present. But as 
time increases these instabilities are damped out, and compu
tational results show correct values towards steady-state. 
:!'bre on these may be found in [ l] . 

Example 3: The model for the one dimensional transonic flow is 
described by: 

~ + 0.5 (~ 2 ) = 0; ~(x,O) = x, x ~ 0.25, ~(x,O) = 
Xt X X 

-x/3 + x/3, x > 0.25; ~(O,t) = ~(l,t) = 0, ~ (O,t) l. 
X 

The steady-state solution is ~(x) = x, x ~ 0.5, ~(x) = - x, 

x > 0.5 and at this stage residual is: (~ 2 ) = 0. The 
X X 

model is approximated by: 

~~+l 
J 

where, a = 

n 
+E. 1(~. 

J- J 

~~+l + ~~- ~~ 
J-l J J-1 

2 
6,t/6.x, F.(~) 

J n 

aF.(~) 
J n 

(l9) 

n n n n n 
(l-E.)(~'+l-~. l)(~.+l- 2 ~.+~. l) 

J J J- J J J-

n n 
~. 2)(~. 

n n 
2~. l+~. 2). E. 0 if ~~+l < ~~-1' J- J J- J- J 
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otherwise E. = 1. 
J 

The corrector is: <P~+ 1 = (1-y)~. + y 
J J 

{ n+1 n n n+1 
(cp. 1 + <P.- <P. 1)- a F.(<P ' 

J- J J- J 
~)}, where F.(<Pn+1, ~) = 

J 
A n+1 A A 

(1- Ej)(cpj+1- cpj-1)(cpj+1- 2cpj 
n+1 A n+1 

+ cp. 1) + E. 1(cp. - cp. 2) 
J- J- J J-

A n+1 n+1 A 

(<P. - 2<P. 1 + <P. 2), where <P. is 
J J- J- J 

given by the right side of 

equation (19). j = 1,2, ... J. We used y = 0.095, ßx = 0.05 
and a variable ßt, ßt = 0.02 to 0.08 in 8 cycles. Results are 
plotted in figure 9. They are not time accurate. Instabilities 
appeared and were eliminated as steady-state was found in 45 
iterations when \residual\ < 10-4 \initial residual\. More 

t 
interesting results are giv~n in [3]. 

8. DISGUSSIONS 

Most explicit finite difference methods are severely restricted 
by step sizes to maintain stability. Using appropriate values 
of y this may be avoided here. For linear models, the values 
may be obtained from stability contours by Lomax [3]. For non
linear models, linearization may be clone using initial condi
tions. This produced some fruitful results [1]. However, this 
can not be generalized for all nonlinear models. This is possi
bly the primary drawback of this method. Another drawback is 
to find appropriate y to obtain time accurate solutions. This 
could be difficult even for linear models. However, if steady
state solution is the main goal, a y can be found from stability 
contours and correct solution may be obtained. And for such 
cases, the present scheme which requires no matrix computations 
seems to be more attractive than many unconditionally stable 
implicit schemes which either require computation of Jacobians 
or have slow rates of convergence. If y # ~. the present 
scheme has only first order accuracy. However, one may choose 
a second or higher=order accurate finite difference approxima
tion of a given model as predictor. Computational experiments 
revealed that such predictors did not improve the results sig
nificantly. At present a search is being made to see whether 
results may be bettered if instead of equation (3) we use: 

Suggestions on this topic are very welcome. 
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Figure 1. Stability contour for y=0.095 
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Figure 2. S·tability contour for y 0.13 
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Figure 3. Stability contours for y=0.25 and y=O 
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Figure 4. 
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0 

X 

In section 6, Ex. 3, Predictor 
failed after 12 time stePs. 
(y=O, c=2, L\t = !J.x = 0.2) 

X 1 

Figure 5 . In section 6 , Ex. 3 , predi c t or
corrector s howed no ins tabilities . 
( y=O.l3, flx=0. 2 , ll t =0 . 4 , c=2) 
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Figure 6. In section 6, Ex. 4, predictor failed. 
(y=O, V=l, llx=O.OS, llt=O.OOS) 

u 

1 

l 

Figure 7. In section 6, Ex. 4, Predictor
corrector showed no instabilities. 
(y=O.l9, V=l, llx=O.OS, llt=O.OOS) 
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u 

Figure 8. In section 7, Ex. 2, instabilities 
are being damped out as steady-state 
is reached. _5 
(y=0.25, V=lO , ~x=0.05, ~ t=0.2) 

Figure 9. In section 7, Ex. 3 instabilities are 
being eliminated and steady-state is 
reached in 45 iterations. 
(y=0.0095, ~x=0.05, ~t . =0.02, ~t =0.08) 

m1n max 
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COMPARATIVE ANALYSIS BEM-FEM FOR STRESS GONCENTRATI
ON AROUND THE HOLES IN ELASTO-PLASTIC INFINITE MEDI
UM 
V.F. Poterasu,N. Mihalache 
Polytechnic Institute of Jassy,Romania 

1. INTRODUCTION 

The paper analyses the stress state araund two 
elliptical holes that form a head water channel.The 
stress state is analized in the reinforced concrete 
consolidation layer araund the elliptical holes(the 
gallerys)as well as in the adjacent rock to the ga
llerys.The methods used in this analysis are the Fi
nite Element Method and the Boundary Element Method. 
A statical and a dynamical analysis of the holes is 
done by means of the two methods.The analysis in the 
elasto-plastic domain of the material is done by me
ans of the Finite Element Method.The elastic and the 
mechanical characteristics of the material will be 
taken into account as well as Von Mises criterion 
for the elasto-plastic domain.there will be done a 
comparative analysis in the conditions when for the 
reinforced concrete layer we admit Von Mises crite
rion and for rock Drucker-Frager criterion.In the pa 
per will be presented the diagrams with stress con
centrations near the holes too. 

2. ANALYSIS OF THE HOLES IN ELASTO-PLASTIC INFINITE 
DOMAIN BY F.E.M. 

The study of stress and displacement state for com
plex shape holes is done with great difficulties by 
means of exact methods.The Finite Element Method can 
be applied with good results to the study of the ca
tegories of problems that work in plane strain sta
te.For these elements the expression of the virtual 
mechanical work is given in the form,Owen,Hinton80 

lf/'E]1'idD..- j)r'u] 1 bdD.. - jt[cfu ]\dr ~ o < 1 ) 
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in which " is the stress tensor, b - mass forces, t
the stress,vector on the contour, a(E -specific st
rains vector, u-displacements vector,ft -domain, 

Q -the boundary part where the exteriour stresses 
work on. 
In the problern of plane strains,the deformations vec 
tor is known under the form: T 

( 2) E=[Exx>Eyy,Exy] 
The wector of the virtual displacements has the form 

dU :[Ux, Uy { ( 3) 
With the notations (3) the strains vector can be wri 

tten cft. =·[ a(i'ux) a(J'uy)' a(fux) + a(fuy)] 
ax ) ay ay ()x 

( 4) 

From physical equations,taking into consideration 
the relations(4)the stresses can be determined 

"i=DE (5) 
For linear elastic materials,the stress-strain or 
constitutive matrix D is given as 

E 
D = ( 1 + ~)( 1 - 2 V) 

0 

'Y 0 

(1-~) 0 
0 (1-2))) 

l 

(6) 

Note that the stress normal to the xüy plane is non 
zero and can be evaluated as 

~zz = ~[~xx +~yyJ (7) 

If a study is done,taking into account the material 
elasto-plastic behaviour,the strains vector must ha
ve the elastic and plastic deformations components. 

dEij =(dEjj)e + (dEij)P (s) 
The elastic deformation component is given by 

d'•:: 1-2'J r'. 
(dEijle:; ~ + E ei!Jd"ikk ( 9) 

The plastic deformation component is given by: 
( 1 0) {dEijlp =dA ~~i· 

Equation(10)is termed the ~ow rule since it governs 
the plastic flow arter yielding.The potential Q must 
be a function of J2 and J3 that represent: 

j l 1 j I 1 1 I \j I 1 

2 =2 ~ij ~ij j3 =3 ~ij ljk ~ki ( 11 ) 

In the problern of cavitys in the infinite domain 
from two materials(for the example to be presented) 
is necessary to be taken into consideration flowing 
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/running criteria corresponding to each material. 
Thus for reinforced concrete running/flowing 

criterion Von Mises is taken into consideration and 
for rock Drucker-Prager flowing/running criterion is 
taken into account.Von Mises flowing/running criteri 
on takes into consideration the second rank invaria
nt of the stresses tensor of the form: 

J' 1 ,2 ,2 ,2] "\12 ~2 2 (12) 
2 =2l''ixx + "'iyy +~zz + lXY + lYZ +~zx 

and is known under the fQrm 
( J' L) 111 : K ( k ) ( 1 3 ) 

in which k is a parameter of the material that can 
be determined experimentally. 

Drucker-Prager criterion is a modified form 
of Von Mises criterion and is applied with good resu 
lts in rock mechanics , VJ 1 

cJ, J1 + (J 2 ) : k ( 14) 

in whic:h 
-"= 2sin~ k= 6cco~ ( 15) 

Vf(3~sm~) Vf(3-srnf7) 
In the deviatoric plane "i 1 + ~ 2 + "'i 3 =const., 

Drucker-Prager run:ning/flowing criterion corresponds 
to a circle inscribed in the hexagon that is associa 
ted to Coulomb criterion.In the elasto-plastic analy 
sis,the strain-stress relation is given 

with 

in whieh the scalar A is 
1 aF 

Ä=-ax-Tkdk 
where A is obtained to be the local slope 
axial stress/plastic strain curve and can 
ned experimentally from 

(16) 

( 17) 

( 18) 

of the uni 
be determi 

( 19) 
, _ Er 

H- 1-Er/E 
In the dynamic analysis ,Bathe 74 ,Poterasu85 

of the elements we start from the virtual mechanical 
work principle written at the time t 

..fYEnJ\ dn.-ßtu,J[ bn-.fn Ün-c"U ]da-j,Jun]~cr.o( 20 l 
The model of elasto-viscoplastfc material is 

adopted where the constitutive relations are given 
in the form: 
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• • • -1 r1. ~F 
En::: [Ee ln -+ [ Eypln =(DJ ~n + )"[ Pn CF)] a~ ( 21 ) 

with the known semnifications. n 

3. ANALYSIS OF THE HOLES BY B.E.M. 

Recent developments of the Boundary Element 
Method,Onishi 84 ,allow a numerical study of the ele
ments made up of two or more materiale. 

If we consider each material of the element as 
being a subdomain having specific elastic and mecha 
nie characteristics we can write the following nota 
tions(Fig.1) 

X 

~r =- fi 

Fig.l Inhomogeneaus body with two subregions 

Inhomogeneaus body consisting of two subdomai 
ns.In this case the continuity conditione pu~ in a . 
point M are the form: 'i(f} -n "1(2) 

n _ _§_ s(t-4)- 12 s CMl ( 22 ) 

12- E2 "'''' -n '\jw ,n IM) - 12 rn (M) 
for the stress(ij a~d (2}( ) (l) _ (2} 

Lls!M) -- LJS M UnfM)-·Un (M) (23) 

for the displacements. 
According to Crouch 83 we can write the equat 

ions of a point on the boundary for each subdomain 
for stresses in the form: 
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i (k) _ ~ ij II<) j (k) ~ lj (k)j (k)J _ , 
'15 -.~Ass Ps +~1 Asn Pn k -1-. n 

~Ckl ::~I< ij c kl j Ck> +J~k ij (kl j Ckl i :1-!.. N ( 24) 
ln ~Ans Ps .e. AnnPn ' k 

J :1 J= 1 
where i-segments on subdomain and k-the number of 
subdomains.S~ilarly,for displacements we can write 

)lkl: f'~j CklP.Cl<) + lNkBiiCk)Rj(l<J 
'-S ss s · sn n k-1 · n j=1 !=1 - -:-

L'k)~~kBii(k)d(kl +~kBijCklRick> i:1..:..N (25 ) 
n .L ns s ~1 nn n ' k 

J= 1 J= wnere A ,B m are influence coefficients. 
cä~cuiating the displacements and the tractio

ns on the contour and on interfaces by means of the 
known relations we can make the calculus for the dis 
placements and stresses in the specific interiour po 
ints.The Boundary Element Method allows us to deter
min the normal and shear stresses for elements work
ed by dynamic stresses.For elastic body worked by 
exteriour stresses that are varying in comparison 
with the time t,the displacements Uj and the Stress
es \jij can be given in the form,TaKakuda 84: 

Re(Uie-iWt) and Re( ~ije-iW't) (26) 

where ~ is the circular frequency.The displacement 
equation which must be satisfied in the elastic body 
takes the form: 

cijkl uk,lj + bi = - tw-2ui (27) 

where h denotes the body force, Y the density and 
cijkl t~e elastic constant tensor in the form: 

ciik' = [2 ~J.JI (1-21>) J d;j ~l +.u J(k J; +)JJ;L djk < 28 > 

( .)In plane strain cases,the fundamental soluti
on u 1J (P,Q) the x. component of the displacement at 
a point P satisfie§ the displacement equation 
cimklu~:im(P,Q) + J;_j d(P-Q) = - fw-2uij)(P,Q) (29) 

After the applications of Fourier transform 
we obtain 

(j) 1 [ 1 . (1) i 1 (1) (1) J 
ui CP,Ql =r }J rb (kfRldii + !w-~(Ho CkrR>-Ho CkLR> 'ii <3o) 

in whiya R is the distance between points P and Q 
and H~ l(x) is a Hankel function of the first kind 
of orHer n.From the equation(27) and (29)together 
with the theorem of divergency of Gauss we obtain 
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the identities of Somigliana that must be satisfied 
for the displacement U.: 

lrt~n\a.> ruP>cP.a>ds~~( [UjCa.lr~ (i>CP,QJ dscQJ + 
S :L . Js (Ui(P) C P6tU(31) + bj(O.)Ui(J)(P,Q)dO(Q) : 112[Ui(P>) (PE.n) 

n o C Pf..Qe) 
Similar,equations for the isplacement gradi-

ent ui,j are shown to be of the form: 

lr; (n) :-~- (k} (f 2 fl J- (kJ 
}ti CQ)J Uilj {P,Q)dS(Q)- )s W nj(QJLUklO.) Uj CP,O.JdsCQJ+ 

i[ tpqrnpCOJ Ui,qCO.)]trkjCklmnUI~: \r-',Q.)dS(Q) + ( 3 2) 

Sl [ U·. [PE n) (k) "J 
bkCQJUi,j (P,Q}dn(Q): 112[Ui,j(P}r [PES] 

~ 0 [PEile] 
With the corresponding developments we can calculate 

the displacements and the stresses in elements actio
ned by dynamic stresses. 

4. NUMERICAL RESULTS 

An analysis of the stress and displacement 
state was done in two elliptical holes worked in a 
first variant by an internal pression p1= 20 daN/cm2 
The numerical analysis was done by Finite Element 
Method (Fig.2)and by Boundary Element Method(Fig.3). 
In the study two materiale were considered.The con
crete with 25 cm. thickness has the f~llowing elast 
ic characteristics: E1 = 280 000 daN/ cm and i)1 =0. 16. 
The rock in which 2he elliptic gallery was made has 
E2= 190 000 daN/cm and Y2=0.22.By Finite Element 
Method the domain was div~ded in 234 quadrilateral 
elements with 275 knots(Fig.2). 
The computer program calculates the displacements 
in two directions of the nodal points and the stres 
ses in the established points.To solve the problern 
by Boundary Element Method,the hole was divided in 
60 segments and to compare the results there were 
calculated the stresses and the displacements in 
the points on the four segments(Fig.3). 

It was possible to use the symmetry in compa
rison with the axis y.The values of the normal stre-
sses '\j x and ~ calculated by the two metho 
ds can b~ compared ~ the variation diagrams in the 
two materiale on the segment 3 (Fig.3).We can noti 
ce close values obtained by the two methods(Fig.4). 
The stresses and displacements values on the segme
nt 3 calculated by the two methods are given in 
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Fig .2 Discretizat i on Dy ~ . ~ . M . 

20 
M \f"xx 

X 

8 

........ ---------------
1 2 3 4 56 7 8 9 

Fig.4 The normal stresses by ---BEM and ---- FEM 
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Fig.3 Discretization by B.E.M. 

Table 1 
B. E. M. 

t u ux G" Uyy Üxy 
'% mm~ mm. daN/~m2 daN/cm2 daN/cm2 :J. 

1 0.109 0.393 19.39 7.606 1.388 
2 0.103 0.397 18. 18 4. 03 1.76 
3 o. 095 o. 401 16.6 1. 73 1. 75 
3 0.095 0.401 11 • 26 1. 17 1.19 
4 0.078 0.413 7.98 -0.56 0.95 
5 o. 065 0.423 5.65 -0.77 0.87 
6 0.059 0.429 4.58 -0.73 0.83 
7 0.052 0.438 3.46 -0.62 o. 79 
8 o. 045 0.445 2. 70 -0.52 0.68 
9 0.039 0.454 2. 02 -0.41 0.69 

F.E.M. 
1 0.110 0.416 18.01 6.92 1. 32 
2 0. 1 01 0.420 17.32 3.85 1. 71 
3 0.089 0.428 16.21 1.58 1.69 
3· 0.078 0.436 10.72 1. 02 1. 14 
4J o. 065 0.446 8.45 -1 • 15 0.82 



www.manaraa.com

6-85 

5' 0.059 0.453 6.98 -1.38 0.80 
6 0.051 0.460 6.05 -1.24 0.81 
7 0.046 0.468 4.28 -0.96 0.72 
8 0.042 0.472 3.70 -0.92 0.60 
9 o. 041 0.474 3. 15 -0.81 0.48 

The nodal points displacements values of the hole 
were compared and it was traced the deformed shape 
by the two methods.The stresses values and the ratio 
between the two methods are shown in the Table 2. 

Table 2 

t 
B.E.M. F.E.M. BEM/FEM 

ux u ux u u ~y '2. mm.Y mm.Y %X l' mm. mm. 
1 0.406 0.039 0.428 0.035 94.8 111 
2 0.396 0.103 0.419 0.103 94.5 100 
3 0.402 0.088 0.425 0.086 94.5 102 
4 0.398 0.106 0.422 0.105 94.3 100.9 
5 0.404 0.086 0.427 0.085 94.6 101. 1 
6 0. 411 0.049 0.434 0.046 94.7 106.5 
7 0.410 0.046 0.434 0.043 94.4 106.9 
8 0.412 0.008 0.435 0.004 94.7 -
9 0.401 -0.083 0.423 -0.091 94.8 91.2 

10 0.392 -0.111 0.416 -0.120 94.2 92.5 
11 0.389 -0.116 0.415 -0. 125 93.7 92.8 
12 0.354 -0.195 0.395 -0.213 89.6 91.5 
13 0.332 -0.139 0.371 -0.167 89.5 83.2 
14 0.183 -0.348 0.183 -0.365 100 95.3 
~5 0. 116 -0.369 0.117 -0.387 99.1 95.3 
h6 -0.079 -0.373 -0.085 -0.391 92.9 95.4 

The hole deformation given by the interiour pression 
is shown in Fig.5. 

Fig.5 Deformation of the hole. -B.E..M. 
--- F.E.M. 

For the study of the problern by the two methods,stu-
dying the data from Table 3 we notice some advanta-
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ges that are shown by the Boundary Element Method in 
comparison with the Finite Element Method. 

Table 3 
Method Date 211 Time 2( 1 Memory 2/1 

% sec % Kb % 
1 B.E.M. 69 248 64 
2 F.E.M. 515 7.46 620 2.5 98 1.5~ 

5. CONCLUSIONS 

To solve such problems the Boundary Element Method 
has many advantages.In comparison with the Finite El 
ement Method the discretization is more simple,input 
data very few,computer time is reduced.By Finite El
ement Method the discretization was extended to the 
limit when the stresses and the displacements have 
values almost zero.By BEM it was necessary only the 
discretization of the hole boundary.The discontinui
ties between the stresses for the BEM and FEM and 
the displacements for FEM on the interface (Fig.4 
and Table 1)in the knot 3 are in the ratio of the 
rock and concrete elastic modulus. 

REFERENCES 

B~the, K,J., Ozdemir, H., Wilson, E. (1974) Static 
and Dynamic Geometrie and Material Nonlinear Analy
sis,Report No.UCSESM 74-4,Univ.of California. 

Brebbia, C.A., Futagami, T., Tanaka, M.(Eds.) (1983) 
Boundary Elements.Proceedings of the 5-th Internat. 
Conf.Hiroshima.Japan,Springer Verlag. 

Crouch, s.L., Starfield, A.M. (1983) Boundary Ele
ments in Solid Mechanics,George Allen& Unwin,USA. 

Onishi, K., Kuroki, T., Ohura, Y. (1984) Kyokai-An 
Interactive BEM-FEM Solver,Report 814-01,Applied 
Mathematics Department,Fukuoka Univ.,Japan. 

Owen, D.R.J., Hinton, E. (1980) Finite Elements in 
Plasticity:Theory and Practice,Pineridge Press. 

Poterasu, V.F., Mihalache, N.(1985) Elasto-plastic 
Behaviour of the Seismic Reinforced Concrete Walls 
by FEM,NUMETA 85,Swansea. 

Takakuda, K.(1984) On Integral Equation Methode for 
Elastic Boundary Value Problems,3-rd Report,Direct 
Methode for Dynamic Problems,Bull.JSME,27,226. 



www.manaraa.com

7. NUMERICAL METHODS POSTER SESSION 



www.manaraa.com

MICROCOMPUTER APPLICATION OF NON-REGTANGULAR 
SPACE-TIME FINITE ELEMENTS IN VIBRATION ANALYSIS 
- DIRECT JOINT-BY-JOINT PROCEDURE 

C. I. Bajer 

Department of Civil Engineering, Engineering College, 
Podgorna 50, 65-246 Zielona Gora, Poland 

1. INTRODUCTION 

7-3 

In dynamic analysis of structures carried on by dyscrete 
methods we often apply the finite element method in 
spatial partition and differential schemes in time inte
gration. In this mean the partition of the structure, 
rather artifical, is performed once in the begining and 
concerns the whole time of computations. Such a limita
tion unables the solution of many problems. 

Considerable advantage can be obtained when the 
space-time finite element method is introduced. In this 
method the time dimension is treated in the same way as 
spatial dimensions are. The time space must be defined 
in which dynamic problems are to be described. The image 
of the structure in time space can be underestood as 
a prism in which the analyzed structure is a base (Fig. 1). 
Now the space-time area can be divided into space-time 
finite elements. It can be done with satisfaction of some 
condition. For example in each moment of a time integra
tion of the motion equation a changeable spatial partition 
of the structure can be assumed. In that way the condition 
of coincidence of the element edges with some character
istic curves during the whole time interval of the 
investigation can be fulfilled. Such a possibility is 
particularly useful in contact dynamic problems, in the 
case of traveling support, in rolling problems when we 
assign the mesh with a tool. 

The method was formulated by K~czkowski 
introduction into simple non-reetangular space-time 
elements was described by Bajer (1984). Below we shall 
shortly sum up the main steps of space-time finite element 
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theory. 
A space -time element 

has additional time dimen
s ion. Fo r one-dime nsional 
structures we obt ain 

Figure 1. Space-ti me prism. 

s urfac e elements , f or sur
face structure - 3 dimen
sional volumes and in the 
case of 3 - D bodies - 4-D 
space-time F.E. should be 
describe d . Examples are 
depicted in Fi~. 2 . 
Di spl acement s Qe ( x1 , x? , x~ ,t) 
should b e de t ermine d In all 

the displacement 
interpolation 

nodes of the S.T.F.E. I nside 
vector f (x1,x2 ,x3 ,t ) is obtained by 

f = N cf - -e ( 1 ) 

N i s the matrix of shape functions. The stress ~( x1 ,x? ,,t) 
and the s train ~(x1, ~2 ' x3 ,t) vec tor can be expressed öy 
commonly known r e lat1ons 

D 
beam 

~. -3- D body 

~ 
Figure 2 . Examples o f S . T . F . E . 

~ f='O Ncf -x - x - e 

() 
6 = c !i!. + '1 w at ) f 

(2) 

(3 ) 

~ ( x 1 , x2 ,x ) i s the matrix of differentia l Operators , 
E xi s the e1 a s t i city constant matrix and ~ i s a c o effi
cient of internal damping (the Kelvin-Voi~t model was 
assumed). Deformation of the e lementintime ~t( x 1 , •• ,t ) 
can bB determine d as a velocit y 

ClN cf 
at - e (4) 
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The momentum of the material point ~t(x1 ,x2 ,x3 ,t) equals 

§t = -B ~t (5) 

R denotes the matrix of the elementary inertia coefficients. 
Denoting 7 as an external damping coefficient the virtual 
four-work ftime-work, work integrated in time) of internal 
forces in the volume of element can be equated to the 
four-work of external forces 

s (o~T§ + Ö~i§:t)dV = cf_iefe - J d .fTQz :: dV (6) 
V V 

The integration extends over the volume of the S.T.F.E. 
F is a vector of nodal impulses. Considering (2), (3),(4) 
ahd (5) it can be written 

5 ~~x!f) TEox_!! + <~x!i) T 7w:t~x!!- <-o0t!!) TR:t!! + !!T 7z:t.!':!] dV Qe = Ke 
V (7) 

We can notice that the same result can be obtained with 
the use of Galerkin method applied to the differential 
equation with time variable. Equation (7) can be extended 
over the whole structure. Then it can be written (sums 
are omited) 

K+M+~+z)!f=F or K*o = F (8) 

where: 

K= j('o N)TEo NdV 
V -x- -x-

r T a 
Z= J l! ~z ßt .!':! dV 

V 

( 9) 

Matrices K, M, W and Z are called stiffness, mass, inter
nal damping and-external damping matrices, respectively. 
The analysiB of the joint connection in several succesive 
time layers leads to the infinite global matrix K* in 
a form -

! 1 I ~ 1 I 
__ I ___ I_--

f, I ~, +!_21 12.2 
--+ - _I_- - --

I .Q.2 I ~2+!3 I B3 
+ - - +-- --

1 , I 
I ' 

' 

' 

' ' 

' 

.2:", 

.12 

sr-3 

K, 

= Kz 

!3 

!·, ~i' .Q.i' Qi are square submatrices of the 
eValuated for one space-time layer. An order 
them is equal to the total number of degrees 

( 10) 

matrix K* 
of each-of 
of freeciom 
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in the structure. Such a formulation enables step-by-step 
formulation: 

r" -1 r 
2.2 = ~1 (_[1 - !1°1) ( 11 ) 

for the first step (Q1 - vector of initial displacements) 

\ -1 -1 r -1 !"' o.+ 1=B. F.- B. (D. 1+A.) o. -B. C. 1o. 1 -l -l -l -l -l- -l -l -l -l- -l-
( 12) 

In this meaning the space-time finite element method can 
be regarded as a time integration method. However, the 
time space can be divided into space-time elements of 
almost any shape. Although some restrictions are imposed 
on the shape, in practical use the arbitrary time space 
division can be applied. 

2. APPLICATION OF TRIANGULAR AND TETRAHEDRAL SPACE
-TIME ELEMENTS 

Let us divide the space-time layer of uni-dimensional 
structureinto triangular elements. Global matrices of 
a system of Eq. (8) related to one space-time layer are 
filled by non-zero elements in normal way resulting from 
the topology of the division mesh. We can notice that the 
matrix of coefficients B. in the equation of the layer 
equilibrium (12) has a tfiangular form. Lower left-hand 
part can be obtained under the condition of special 
numeration of nodes. Fig. 3 presents a space-time layer 
in the case of one-dimensional structure and the global 
stiffness matrix K*. 

t 

t= .1t ~-T-~;.__~---;.:.~K-......:.; 
t=o~~~~~~--~~ 

1 5 6 2 7 3 4 

AlB 
---+---
CID 

I 

3 

5 

7 

9 

11 

13 

X 

)( 

)< 

3 5 7 9 11 13 
)( 

X 
XX )( 
XX X 

XX X X 
)( )( )()( 

X X 
)( 

XX )( 

)()( X X 
)( 

)( X 
)< )( 

X )()( 

Figure 3. Space-time net for one space-time layer 
and its global matrix. 

)( 

Now both the inversion of B. in Eq. (12) and the alter
native solution of the syst§m of equations is unnecessary. 
Computations of nodal displacements for all joints in 
succesive steps can be performed joint-by-joint. 
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k= 1 , 2, ••• , n ( 1 3 ) 

Also upper right-hand triangular matrix B. can be obtained 
when we apply the mesh in which parallelo~rams are divided 
into triangles in the opposite direction. Detailed consid
eration of the mesh topology leads to the more general 
conclusion. Any numeration and any division into triangles 
and tetrahedrons is possible to apply joint-by-joint 
procedure. The only difference is the success of joints in 
computations. 

To simplify the computational algorithm the special 
way of space-time element generation was assumed. All 
nodes of real division net are succesively considered. 
Numbers of joints neighbour the actually considered one 
in the spatial division of the structure, with itself, are 
determined. Then finite elements are considered in which 
actually considered joint is one of their joints. The 
space-time finite elements are constructed. If the joint 
number in sorrounding is greater than the number of actu
ally considered joint its time coordinate t=O. In the case 
when it is less than the number of the considered joint 
its time coordinate t=At. When these numbers are equal we 
obtain two nodes for which t=O and t=~t. The described way 
of the space-time mesh generation in the case of surface 
structure is shown in Fig. 4. 

i<j < k 

____ x 
2 3 4 

Figure 4. Construction of the space-time finite 
elements for surface structures. 

The global matrix related to the one space-time layer is 
held in core in a form of a sequence of submatrices of 
dimensions equal to the nodal number of degrees of freedom. 
The constructed sequence of joints serves as a pattern of 
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submatrix location in the sequence of submatrices to be 
stored. The method of global matrix recording is presented 
in Fig. 5. The case of constent coefficient problern was 
considered. Submatrices A., B., C. ,D. are constant for each 
step. Also the problern with v~riatlelcoefficients was 
considered. For the sake of variable coefficients addi
tional informations have to be stored. Respective sequence 
of submatrices is also depicted in Fig. 5. Some Observa
tions about the matrix coefficients distribution make the 

5 2 6 

r--- B A+D c A+D c B A+D c A+D c 
r- 1,1 1, 5 2,2 2,6 

1,8 8.8 8.1 8,12 8,5 2.9 9,9 9,2 9,13 9,.6 

7 4 4 3 2 -

I I I I I,~, ~~:i~ I" c '~'~o~~ :il I 
L__j coefficient position 

in global matrix 
1 Submatrix desi nation g 

linear case 

non-linear case 

6 7 

sequence of 

1.5 
1.,6.7 
],7,4 

!!.3 
.?_,1,6 

.§.,5,2 
],2,3 

3 

4 4 3 

7 3 

1 

I I I I 
surrounding No. 

7 

Figure 5. Location of matrix coefficients in core. 

6 

programing simple. The algorithm enables the storage of 
only non-zero coefficients. High efficiency of the 
memory use is caused by the mentioned feature and also 
is resulted by the triangular form of matrices, with less 
number of coefficients. It must be emphasized that in 
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this way zero arithmetical operations are eliminated, It 
considerably raises up the speed of computations. The 
storage efficiency can be estimated. The comparision with 
the amount of coefficients consumed in F.E. static prob
lems has been done (it should be underestood as an approx
imation): 

- static problems = 1. 
- S,T,F.E. linear problems = 1.5 
- S.T.F.E. non-linear problems = 2.7 

Since the stored coefficients in each time step are used 
sequentially the whole sequence shown in Fig, 5 can be 
divided into parts and separately stored in external memo
ry. Then they can be efficiently read-in and used, It is 
important that the computer program written in Fortran IV 
has less than 200 instructions and can be used in computa
tions of all types of problems without changings. Two, 
three, four and so on dimensional problems can be computed 
under the condition of preparing appropriate element 
matrices, 

3. TRIANGULAR SPACE-TIME FINITE ELEMENTS 

3.1. Beam element. 
Below triangular space-time finite element matrix will be 
derived. Linear distribution of displacements in the ele
ment area was assumed, It enables simple determination of 
the stiffness, mass and damping matrices, 

Let a deflection w and an angle of rotation 9 be 
given by linear relations 

a 1x + a2t + a3 w 
( 14) 

b 1x + b2t + b3 

The shape matrix can be obtained by the inversion of nodal 
values of polynomial factors (14). In the case of beam the 
differential operator ~ has a form -x 

~ = [ gx 1
] ( 1 5) -x a 

0 ()x 

The elasticity matrix ~=diag[GA, EI]. (16) 
G is the shear modulus, A - t~ cross sectional area, K -
the shape factor for the cross section, EI - the flexural 
stiffness. The elementary inertia matrix,E=diag[pA, 9I] (17) 
9 is the mass density. Considering Eq. (7) or (9) we can 
compute a part of the space-time stiffness matrix ~~ The 
integration over the element volume V could be accom
plished analytically if the origin of the coordinates is 
placed at the center of the element gravity. xi, t. are 
the nodal coordinates and the indexes are changed ~eriod
ically in a sequence i,k,l and j,m,n. 
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K~ .= -l.,J EI 
4V(tk-tl)(tm-tn)-

-~xk -xl) (xm -xn )+ 

h 
+ 4V(xktl-xl tk) (xn -xm) 

i, j=1 ,2,3 ( 1 8) 

Although the element described has linear shape functions 
the obtained results are accurate enough. More precise 
derivation of triangular beam element was described by 
Bajer ( 1984). 

3.2. Plane stress/strain element. 
In the case of surface finite elements the S.T.F.E. has 
a tetrahedral shape. In plane stress/strain element a lin
ear distribution of displacements f in the element is 
possible -

f(x,y, t )={~}= f ~ ~} ( 19) 

where _g=[x,y,t,l] (20) 

and a, bare vectors of four constants ai,bi=1, •• ,4. Then 
if the columns of matrix 

G-1 = [fxl ,yl ,tl )]-1 

- _g(x4,y4,t4) 
( 21 ) 

are d~noted by Ei=[P1i,p2i,p3i,p4i]T the matrix of shape 
functl.ons li have a fOrm 

lii = _g r i [~ ~] (22) 

Now the matrices ~ (2) and E (plane stress) (3) have 
a known form -x 

a 
0 ßx 

1~2 [: 
~ 

l~ij a 0 a E (23) -x '()y 
'3 ß 0 

'c}y 'ax 
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E - Young modulus, ~- Poissone coefficient. The inertia 
matrix R is diagonal and contains elements equal to mass 
densitY-9· To simplify the integration over the volume V 
we can assume the nodal Coordinates which satisfy the 
relations: 

(24) 

M .. =-oVp3 . p3 .r2 -~J r ~ J- w .. =02 
-~J -

z .. = n vp4 . p3 .r2 -~J ·tz ~ J-

(12- 2x2 unity matrix, Q2 - 2x2 zero matrix). 
rt is seen that in the case of low polynomial order the 
internal damping can not be taken into considerations. 
Elements of higher order with mid-side nodes eleminate 
this imperfection. 

3.3. Plate element. 
Tetrahedral element of plate is considered in the same way 
as elements described above. Also linear functions describe 
the deflection w and angles of rotation 8 , 9 • 

X y 

(26) 

p14] (27) 

The matrix of shape functions has a form 

N.= g(x,y,t) r. r 3 -~ ~ -~ -
Now expresions (9) can be computed. 
analogical to (24) we can integrate 
plete the description of derivation 
listed below 

(28) 

Assuming the condition 
the expresions.To com
matrices ~ and E are -x -
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0 
a 

0 D D 0 0 0 OX () 
0 0 9Y D 0 0 0 

Cl = 0 
~ E= 

1 -t 
0 0 (29) 

-x r> ßy OX --zD 

gx 
1 0 (sym) H 0 

8y 0 H 

h3 E 
H= 2.Gh D----

-, 2 1-F 6 

Finaly elements of submatrices ~ii' ~ij' ~ij' ~ij can be 
computed. Since the further derivation is simple the full 
form of matrices will not be given. 

3.4. 3-dimensional body. 
Let us define the components of strain vector { 

E (30) 

Assuming the displacement vector f=col[u,v,w] we can 
determine the differential matrix ö that satisfies the 
relation (2). The distribution of dfsplacements is given 
by linear functions 

u 

V 

w 

If we denote 

a 1x+a2y+a3z+a4t+a5 
b1x+b2y+b3z+b4t+b5 
c 1x+c 2y+c 3z+c 4t+c 5 

ß. = [ x, y' z' t' 1 J 

( 31 ) 

(32) 

-1 
and r., p . . are columns and elements of matrix Q , 
respe~tiv~!y, the shape functions for joint 11 i" can be 
written: 

i=1,2, ... ,5 (33) 

Assuming the center of coordinates in the center of grav
ity of hyper-tetrahedron the integrals (9) can be computed 
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(34) 

(35) 

Analogically as in the case of plane stress/strain the 
internal damping matrix W is zero. It means that the order 
of expresions (31) is too low. Other possibilities of 
higher order elements will be shortly discussed below. 

4• ELEMENTS OF HIGHER ORDER 

It was shown that low order of interpolation unables the 
accurate modelling of a phenomenon. Internal damping 
matrix W /(25),(35)/ can not be appointed when Kelvin
-Voigt model of visco-elasticity is assumed. In the case 
of more complicated models low order elements are all the 
more insufficient. Moreover, the plane stress/strain 
element described in Par. 3.2 is parallel of the constant 
strain F.E. and it in
volves errors. Higher 
order elements were pro
posed. Some of them were 
tested (Fig. 6a) but in 
the method described in 
the paper elements 
depicted in Fig. 6b are 
essential. Coefficients 
of interpolation poly
nomials for 2-D S.T.F.E. 
can be chosen using 
Pascal triangle. Poly
nomial coefficients for 
surface structures (3-D 

Figure 6. Higher order space
-time elements. 

S.T.F.~.) can be completed as shown in Fig. 7. The problern 
is to work out a universal computer program for arbitrary 
number of spatial dimensions and for any order of S.T.F.E. 
An example of step-by-step and joint-by-joint procedure is 
depicted in Fig. 8. Now in one time step the system of 
equations is separated into several subsystems with small 
number of unknowns in each of them. Figure 8 shows that 
the solution of one layer of the problern with higher 
order elements consists of 4 steos denoted A,B,C,D. Each 
of the subsystem has not more than 4 joints. 
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Figure 8. Stiffness matrix for higher order 
S.T.F.E. of a beam. 

5. NUMERICAL EXAMPLES 

.. 
c 
0 . ..., 

"C 

" ... 
0 .. 

Many problems were solved with the use of triangular, 
tetrahedral and hyper-tetrahedral s~ace-time finite ele
ments. Below some of them will be described. 
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Triangular beam elements described in 3.1 were 
applied in vibration analysis of a cantilever beam divided 
into 3 finite elements. A free end was subjected by a point 
force 1'H(t) (H-Heaviside function). Results were compared 
with analytical calculations and with the results obtained 
with the use of conformed triangular elements described by 
Bajer (1984). Results are collected in Tabl~ 1. 

Table 1. Camparision of beam elements testing. 

linear model conformed model exact value 

amplitude period amplitude period amplitudE period 

0.894 1.353 1 • 1 .461 1 • 1 • 

Plane stress elements were taken to a second test. 
A deflection of a cantilever shaped structure composed of 
6 triangular F.E. was measured. The load was the same as 
in previous example. The value of amplitude 0.414 was 
obtained while the static deflection obtained by F.E.M. 
is equal 0.207. It prooves the exact results in a class 
of constant strain elements. 

Hyper-tetrahedral elements of 3-D strain were applied 
in analysis of an elastic half-space. A sector of the 
bounded half-space was considered and was composed of 384 
finite tetrahedrons that gave 1536 S.T.F.E. The total 
number of degrees of freedom was 375. Because of the great 
number of unknowns the matrix coefficients were stored in 
the external memory in several subvectors. Small time step 
and great number of computational steps with 8 disc trans
misions per one step (32K words for a task) considerably 
lengthen the computations. Amplitudes of choosen points 
can be compared with double displacements in static solu
tion although during longer investigation a numerical 
damping effect was observed. It was caused by poor repre
sentation of real number (32 bits). 

In the last problern described in the paper Vibrations 
of a beam based on a unilateral and bilateral foundation 
were investigated. In the first case quadrangular tagether 
with triangular S.T.F.E. were used. The approach was 
described by Bajer (1984). In the second case only trian
gular elements were applied. Displacements of choosen 
points in time are shown in Fig. 9. 

6. CONCLUSIONS 

Triangular mesh involves the anisotropy of the space-time 
area. The orientation of triangles in one direction causes 
the transmision of the load influences with different 
speed in different directions. Such an effect can be 
removed by special numbering of nodes in two succesive 
moments, but the influence on the result vanishes after 
several steps. 
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Figure 9. A beam based a uni l a t eral and bila t eral 
founda tion - numeric a l example . 

t 

High effi ciency of presented metho d must be empha
sized both in s torage and in speed of calculations. The 
stability problern is not described he r e but of high 
importance. Many test problems were s ol ved that proved the 
efficiency of the method in engineering problems . Some 
large s tructures were solved but in spite of it further 
deve loping of the space - time finite element method is 
necessary. 
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1. INTRODUCTION: THE GLOBAL OPTIMIZATION PROBLEM 

7-17 

In the course of engineering design and rnodel
ling, one often has to deterrnine a nurnber of pararne
ters "optirnally". As exarnples frorn the field of water 
resources rnanagernent, planning and operation of re
servoir systerns or water quality treatrnent plants,ca
libration of different descriptive rnodels, hydrologic 
tirne-series analysis etc. can be rnentioned.As a rule, 
the optirnality criterion is expressed by sorne speci
fied objective function, while the feasible dcmain for 
pararneter selection is usually given by a nurnber of 
constraints. Hence, the rnentioned type of tasks fre
quently leads to a rnathernatical prograrnrning problern 
of the following form: 

rnin f (x) 

gi (x) ~ 0 i 

(1) 

l, ... ,rn. 

Here the vector x represents the decision vari
ables (we suppose that x belongs to the n-dirnensional 
Euclidean real space Rn), while fand gi i = 1, •.• , rn 
are the objective function and the constraints, re
spectively. 

As it is well-known, under fairly elernentary 
(cornpactness and continuity) assurnptions one canpnwe 
that problern (1) has a (not necessarily unique) global 
optirnizer, i.e. such vector xw for which there holds 

i = 1, ... , rn, 

and for all other feasible vectors x we have the ine
quality 
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f (x*l ;;; f (x) 

However, most numerical methods in mathematical 
programming are capable to find only local optimizers. 
In other words, unless problern (1) is specified inad
vance to have only a single local (thus global) opti
mum, there may be significant differences between lo
cal optima, depending on the starting point of the 
applied locally convergent algorithm. This fact has 
motivated studies in the field of globaloptimization, 
where we seek for a globally optimal solution of (1) , 
while it may have several local optima. Due to some 
inherent theoretical and numerical difficulties, this 
research became more intensive only recently 1 cf.e.g. 
the works of Archetti (1980), Boender et al. (1982), 
Dixon and Szeg6 (1975, 1978) 1 Pinter (1984a) 1 Strongin 
(1978) or Zilinskas (1982). 

In the sequel, instead of the general problern 
(1), its specified form will be investigated: 

min f(x) 
a;;;x;;;b 

f E F [a,b] , (2) 

where a,b are n-dimensional (finite) vectors, and f 
belongs to the class F [a,b] of those Lipschitz-con
tinuous real functions which have only a finite nuro
ber of global optima on the n-dimensional interval 
[a,b]. Thus 1 

F[a 1 b] = U FL[a,b] 1 

L>O 

where FL[a,b] denotes the set of those functions, for 
which there holds 

Note that the special constraint-set in (2) is typi
cal in many applications. 

In Pinter (1983) we defined a general class of 
globally convergent one-dimensional (directional) op
timization procedures for solving problern (2). Theex
amples, presented there (different known and some 
new algorithms), indicated the applicability of the 
described axiomatic approach. The multi-dimensional 
extension of these results is given in Pinter (1984~ . 

In Section 2 we summarize the theory introduced 
in the mentioned papers. A global optimization algo-
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rithm and several numerical examples are briefly pre
sented in Section 3. 

2. BASIC CONCEPTS AND THEORETICAL RESULTS 

Assurne that the sequence of points {xk} 1 gene
rated for finding optimal solution(s) x*E x* to (2) 1 

is defined by the following type of algorithm 1 which 
gradually divides [a 1 b] into adaptively generated 
n-dimensional subintervals. 

GA(n) conceptual n-dimensional global optimization 
algorithm 

Denote by i 1 m = m(i) and k = k(i) the current 
nurober of iteration cycle 1 generated subintervals and 
points (vertices of subintervals) 1 respectively. The 
lexicographically ordered vertices of the i-th subin
terval will be denoted by 

x(i) = {x(i 1 1) 1 x(i 1 2) 1 ••• 1 x(i 1 2n)} 

(x(i) is a matrix of (n x 2n) size). The vector of 
respective function values is denoted by 

z(i) = {z(i 1 1) 1 z(i 1 2) 1 ••• 1 z(i 1 2n)} 

z(i 1 j) = f(x(i 1 j)) j=l 1 ••• 1 2n 

(hence 1 z (i) is a vector 1 consisting of 2n components) . 
Further on 1 we assume that a real-valued interval 
selection function 

R (i) = R (x (i) 1 z (i)) 

and a real-valued point selection function 

S (i) = S (x (i) 1 z (i) ) 

can be evaluated for each generated interval 1 respect
ively. Applying the above notations 1 the algorithm
-scheme GA(n) consists of the following steps: 

Step 0: Initialization. Set i:=l 1 m:=l 1 k:=2n. The 
initial search information is represented by the ver
tices and corresponding function values of [a 1 b] 

Step 1: Interval seguencing. This can be accomplished 
e.g. by lexicographically ordering the "lower left 
corners" of the subintervals 1 generated up to the i-th 
cycle. 
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Step 2: Interval selection. Choose an index t, for 
which there holds 

R(t) max R(i) 
l~i~m 

m m (i) 

Step 3: Point selection. Choose a new point from in
terval x(t): 

xk+l = S(t) 

(unless some termination criteria are fulfilled).Then 
xk+l defines the partitioning of x(t) to 2n new sub
intervals: these are generated by the intersections 
of the boundary of x(t) and the hyperplanes which oon-
tain xk+l and are parallel to the boundary hypersur
faces of x(t). The algorithm continues at Step 1 of the 
next iteration cycle (i:= i+l). 

In Pinter (1983, 1984b) it has been proved that 
if the decision (selection) functions R and S satis
fy certain analytical requirements (shortly referred 
later, cf. Section 3), then the set of points gene
rated by an arbitrary GA(n}-type algorithm converg-

* es to X , the solution set of (2}. Further on, an 
efficiency estimate has been given which shows that 
GA(n)-type methods may generate only a bounded number 
of points on subintervals of [a,bl, which do not con
tain global optimizer(s}. Both mentioned results are 
specified also for the case, when f EFL[a,b] and L>O 
is known. The details of these theoretical investiga
tions are described in the mentioned papers. 

3. NUMERICAL ASPECTS AND EXAMPLES 

The general character of the mentioned theoreti
cal results shows that, in principle, one has a great 
freedom when constructing GA(n}-type algorithms. On 
the other hand, there are some obvious difficulties, 
connected with the numerical realization of such al
gorithms: namely, the usual dimensionality and compu
tational complexity problems. Therefore it is neces
sary todefinesuch GA(n}-type algorithms, which have 
relatively small storage requirements and easily aro
putable decision functions R and S. In our computa
tions we used the following functions: 
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R(i) K.Vol(x(i)) + 

[z (i,l) -z (i,2n) ] 2 
+ - 2(z(i,l)+z(i,2n)),(3) 

K.Vol(x(i)) 

n 
Vol (x (i)) n [x(i,2n) .-x(i,l) .] ' 

j =1 J J 

c iz (i,l)-z (i,2n) I 
K=K(2)=(2 + -) .max 

2 l~i~m llx(i,2n)-x(i,l)ll 
(C>O): 

S(t)=Q{x(t,l), ~[x(t,l)+x(t,2n)l, x(t,2n)} (4) 

, We remark that (3) is a generalization of Stron
gin s univariate interval-selection function (Strongin 
(1978)). It is easy to verify that R is continuous 
with respect to x(i) and z (i); translation-invariant 
with respect to x(i), strictly monotonously decreas-
ing in z (i,l) and z (i,2n) and - with proper parameter
ization - its value is greater than the respective 
value of it for arbitrary degenerated (one-point) sub
interval of x (i). Basically, these properties are suf
ficient to assure global convergence of the algorithm, 
defined by (3) and (4). Formula (4) symbolizes a 
quadratic interpolation on the main diagonal of x(t). 
We note that the function S has only a minor role in 
terms of theoretical convergence; however,it may sig
nificantly influence the local efficiency of the global 
search algorithm. (Actually, S is supplemented with 
some technical modification, in order to maintain oon
vergence.) 

The computational algorithm combines global and 
local optimization phases: the global search procedure 
outlined above is changed for local search, when some 
stopping criterion is fulfilled (e.g.the n-dimensio
nal volume of the subinterval chosen at Step 2 is less, 
than a fixed threshold value). If one determines a 
priori the number M of (global or local) minima to be 
found, then M global and local search phases will be 
iteratively accomplished before the optimization pro
cedure is ended. The applied local search consists of 
several cycles of a conjugated gradients type method, 
in which gradients are estimated by finite differences. 
(It is felt important that the algori thm should be ap
plicable also in absence of higher order analytical 
information, as in many technical problems the analy
tical form of the figuring functions is unknown or can 
not be used to calculate derivatives: see e.g. the 
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examples below.) 
The combined global-local algorithm has been ap

plied first to some known univariate (n=l) and multi
dimensional (n = 2 13 14) test problems 1 given in the 
works of Shubert (1972) 1 Strongin (1978) 1 Dixon and 
Szeg6 1 eds. (1978) 1 respectively. These results will 
appear elsewhere in details: here we only note that 
according to them 1 the above described algorithm is 
fairly stable (in all test problems each global opti
mizer was found) and efficient (the nurober of func
tion evaluations 1 necessary to locate the optimal so
lution with prescribed accuracy 1 was in general sig
nificantly less 1 than in the results collected by the 
mentioned references). 

For illustrating the real-world applicability of 
this methodology 1 we mention two examples from water 
resources engineering practice. 

A model for streamflow forecasting 

The National Water Monitaring Service (Budapest 1 
Hungary) computes daily streamflow forecasts. These 
forecasts are based on an adequate discretized ver
sion of the so-called Kalinin-Milyukov-Nash cascade 
model (for details cf. e.g. Szöll6si-Nagy (1982)).The 
respective discrete state-space model is described by 
the vector equations 

~t 

4 H ~t I 

(x is known) 1 
-o 

(5) 

where the input process u(t) and the output process 
y(t) are sampled in equidistant time-moments t = ~t~ 
2~t 1 .. 1 N~t; further on 1 ~t is the system state 1 
Ft(~t) is the state-transition matrixl Gt(~t) is the 
input-transition matrix 1 H is the output generator 
matrix. (In the considered special application H is a 
vector 1 thus Yt = Yt is a scalar.) Our aim is to find 
an optimal parameterization of the model (5) 1 which 
minimizes the deviation between observed {yt} and com
puted {yt} output time-series in the sense 

min f(n 1k) 
nmin:;;;n:;;;~ax 

kmin:;;;k:;;;kmax 

N~t _.. 2 
f(n 1k) = E (yt-yt) 

t=~t 
( 6) 

The parameters n 1k explicitly figure in the de
finition of the matrices Ft(~t) and Gt(~t): hence1 (6) 
can be regarded as a special case of the global opti-
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mization problern (2). From the physical interpreta
tion of the model (5) we know that n is a positive in
teger,while k is a continuous variable. Consequently, 
for each feasible n, we have to solve a univariate 
optimization problern for finding k. In our case the 
bounds l~n~lO, O~k~lO were applied; the solution of 
each univariate problern needed only some tens of steps 
(evaluations of f(n,k)). 

Descriptive modelling of mixing processes 

The second example is connected with a mixing 
process in a shallow lake (see Somly6dy(l982)) .Assume 
that the temporal changes in the concentration of sus
pended solids can be described by the differential 
equation 

dy 

dt 
= - b y + b 1 2 

n w , (7) 

where t is time, y = y(t) denotes the concentration 
value, w=w(t) is the velocity of wind; finally, b 1 ,b2 
and n are model parameters to be optimized. 

Assurne that the value of w is constant between t 
and t + ~t. Then, fort= 0, ~t, 2~t, ... N~t, the 
discretized solution of (7) can be explicitly calcu
lated from 

Yt+~t 

-b ~t 
e 1 + 

Yt 

-b ~t 
wn (1 - e 1 ) 

t 
(8) 

(the initial value y0 is supposed to be known). Using 
the expression (8) for computing the values xt - given 
b1, b2 and n - and knowing the observed values yt,the 
parameter estimation problern can be formulated e.g.in 
the form 

min f (b1 ,b2 ,n), 

blmin:;;bl~blmax 
b2min:;;b2~b2max 

nmin :;;n ~~ax 

N~t A 2 
L: (yt -yt) ' 

t=~t 

(9) 

Again, this problern can be regarded as a special 
case of (2): now we have three continuous parameters, 
which are to be optimized. The feasible domain was 
given by the constraints lo-20~b.~2 i = 1,2, O~n~6; 

l 
the obtained three-dimensional global optimization 
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problern was solved computing some 450 function values 
of f (b1 , b2 , n) . 

At the end of this Section we note that, of course, 
one could apply other measures (norms), than least 
squares to calculate the distance between observed 
and calculated values. The essential need to apply 
global (rather than local) optimization stems from the 
fact that the respective objective functions(cf. (5)-(6) 
and (8)- (9) )are often non-convex (thus having, in gener
al, several local optima). We think that this case 
is fairly typical in many problems, originated from 
engineering design and/or model calibration. 

4. CONCLUDING REMARKS 

In this paper the global optimization problern (2) 
and a class GA(n) of methods for its solution were 
briefly described. Following this, an algorithm was 
defined (as a specific element of GA(n)) and some nu
merical results were summarized. 

Of course, a small number of experimental runs 
does not make possible to verify statements about the 
general efficiency and robustness of any particular 
method. We think, however, that - according to the 
obtained numerical results - the proposed method is 
reliable and rather fast. What is probably more im
portant that the general theory of GA(n)-type methods 
makes possible to construct flexible procedures to 
solve global optimization problems,which are inherent
ly far more difficult than local optimization problans 
of the same size. 

All experimental runs, mentioned or described in 
this paper, were accomplished on an MOSX personal crm
puter (with 32 kbyte memory) of the Research Centre 
for Water Resources Development (Budapest, Hungary). 
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EIGENVALUE CALCULATIONS USING THE COLLOCATION FINITE ELEMENT 
METROD 

N. G. Zamani and S. N. Sarwal 

Department of Applied Mathematics, Technical University of 
Nova Scotia, Halifax, Nova Scotia B3J 2X4, Canada 

INTRODUCTION 

The collocation finite element method has proven to be success
ful in treating many complex engineering problems [2,8,10,11, 
13, 16]. 

The application of collocation in numerical solution of 
differential equations dates back to the pioneering work of 
Kantorovich in the early thirties [9]. However, the finite 
element-based collocation is fairly recent and was mainly 
initiated by the work of the following mathematicians [3, 4, 12, 
15] during the early seventies. A comprehensive review of 
collocation can be found in [5,6]. 

In conducting the present research, a literature search was 
undertaken which turned up only one article dealing with 
eigenvalue calculations using the collocation method [11]. 
However, its approach was not finite element-based. 

In the present work a finite element-based collocation procedure 
is proposed which is then used for calculation of eigenvalues of 
several differential operators in one and two dimensions. 

In order to assess the performance and the accuracy of the 
method, three problems with engineering significance are 
treated. To be more specific, second and fourth order boundary 
value problems in one dimension and Helmholtz equation in two 
dimensions were considered. Such problems arise in vibration 
of strings, beams and membranes, respectively. The results are 
promising and compare quite well with other numerical methods 
such as the standard finite elements and finite differences. 
The simplicity of collocation and its efficiency on digital 
computers make it competitive with other techniques. All 
calculations were made on a CDC Cyber 825 computer. 
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THEORETICAL FORMULATION 

Consider the abstract boundary value problern ~n a bounded domain 

Lu = 0 in n Bu = 0 on an 

where L and B are linear differential operators and an is the 
boundary of n. Clearly, due to the linearity of L and B, u = 0 
is a solution to the above equations. The corresponding eigen
value problern is described by 

Lu = Äu in n ßu = o on an 

The objective is to determine Ä such that the problern has a 
nontrivial solution u in n. Such a Ä is called the eigenvalue 
and the corresponding u is called the eigenfunction for the 
operators L and B. The theorem below (which is stated for the 
sake of completeness) guarantees the existence of Ä and u in a 
general framework. 

Theorem 
Let L be a compact self-adjoint pos~t~ve operator in a separable 
Hilbert space H of infinite dimensions. Then the operator L has 
a countable set of eigenvalues, all of them being positive, and 
to each of them there corresponds a finite nurober of linearly 
independent eigenfunctions. The orthonormal system 
u1, u2, u3, ... of eigenfunctions corresponding to the system 
0 < Äl 2 Ä2 2 Ä3, 2 ... < oo is complete in H, furthermore 
lim Än = 00 • Fora proof and terminology, see [14]. 
n-+oo 

CONCRETE EXAMPLES 

a) The Rotating String Problem 
Consider the problern of the deflection assumed by a stretched 
string of length ~ and linear density w, rotating with angular 
velocity W about the x-axis. The two ends are assumed fixed. 
Denoting the displacement from the rotation axis by u(x) and 
the uniform tensile force by T, the governing equation is of 
the form 

d2u pw2 
- dx2 =Tu 0 < X < ~ 

In this problern L 
d2 

- - -- and Ä-
dx2 

b) The Rotating Shaft Problem 

2 
~ 

T 

u(O) u(t) 0 

The deflection of an originally straight shaft of length ~. 
hinged at both ends, rotating with an angular velocity w, is 
governed by the equation 
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O<x<Q. u(O) u"(O) u(t) u"(Q.) 0 

here E is Young's modulus, I is the cross-sectional moment of 
inertia and p is the linear density of the shaft. 

For this problem, L and A are given by 

L - and 
2 

A - pw 
EI 

c) Vibration Modes of a Cantilever Beam 
The free vibrations of a uniform cantilever beam of length Q. is 
governed by 

4 d2V 
EI~+ pA- = 0 

dX4 dt 2 
0 < X < Q, 

v(O,t) =v'(O,t) =v"(t,t) = v"'(t,t) = 0 

As in the previous example, E is Young's modulus, I is the 
cross-sectional moment of inertia, A is the cross-sectional 
area and p is the linear density of the beam. 

iwt A solution of the form v(x,t) = u(x) e , leads to the 
following 4-th order eigenvalue problern 

d4u 2 pAw 
0 < X < Q, ' u(O) U I (0) u"(Q,) u'''(Q,) 

dx4 = E"Iu 

d4 2 
Here, L and A 

pAw 
-

dx4 
- EI 

Remark: The above two problems are special cases of the 
following Sturm-Liouville equations to which our procedure is 
equally applicable. 

- ~ [p(x) du ] + q(x) u Ar(x) u 
dx dx 

d2 d2u - - [p(x) 2 ] + q(x) u h(x) u 
dx2 dx 

d) Helmholtz Equation in Two Dimensions 

0 

Consider the free vibration of a thin elastic membrane stretch
ed over a bounded region n with tension T and density p. The 
equations governing the deflection w of the membrane are 
described by 
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0 in st 

Assuming 

w(x,y,t) = u(x,y) iwt 
e 

' w 0 Oll ()Si 

leads to the two dimensional Helmholtz equation 

Here L = 
2 

and :\ :;: pw 
T 

U = 0 Oll ()Si 

COLLOCATION FINITE ELEMENT FORMULATION 

Given the eigenvalue problern 

(1) Lu = :\u in st Bu 0 Oll ()Si 

An approximate solution ~(x) of the form 

~ 
M 

(2) u(x) L.: a. N. (x) 
j=l J J 

is sought for where Nj(x) is assumed to satisfy the boundary 
condition in (1). In the finite element terminology, Nj(x) is 
known tobe a shape function. To obtain the coefficients aj, 
M collocation points xi are selected and equation (1) is forced 
to be satisfied at these points, namely: 

L~(x.) =).. u(x.) i = 1, 2, ... ' M 
1 1 
~ 

replacing u by its form in (2)' one obtains 

M M 
(3) L.: a. L(N.(x.)) :\ L.: N. (x.) 

j=l J J 1 j=l J 1 
i 1, 2, ... , M. 

Expression (3) can be rewritten in the standard matrix eigen
value form 

Aa = :\ Ba 

where A .. = L(N.(x.)) 
1] 1 J 

B .. = N. (x.) 
1] 1 J 

It is easy to see that (3) is the outcome of a weighted 
residual procedure of the type 
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n 

!tu] W. (x) ds-2 
l_ 

0 

7-31 

i 1, 2, ••• , M 

where Wi(x) 6(x-xi) with 6 being the Dirac delta function 
centered at x .. 

l_ 

The choice of the shape functions Ni and the location of the 
collocation points have been the subject of intensive 
investigation in the past two decades. The "optimal" choice 
of these parameters are discussed in the next section. 

CHOICE OF THE SHAPE FUNCTIONS AND COLLOCATION POINTS 

First the construction of the shape functions and the 
collocation points for the 2nd order differential operator in 
one dimension is described. Let 0 = Xl < x2 < ••• < xp = 1 be 
a one dimensional grid on the interval [0,1]. It is well known 
[1] that associated with each element [xi, Xi+ll, there exists 
cubic polynomials ~i• ~i+l• ~i and ~i+l with the following 
properties: 

k 
D ~Q,(xm) 0ko 6R-m R-,m 1, 2 

k 
D ~Q,(xm) = 0kl 6R-m R-,m 1' 2 

where Oij is the Kronecker delta. In solid mechanics 
terminology, these functions are known as the beam bending 
shape functions. 

Using the natural coordinate system s = (x-xi)/(xi+l-xi), the 
above shape functions are analytically descr1.bed by 

~. 1 - 3s2 + 2s 3 
~i+l 3s 

2 - 2s 3 = 
l_ 

~· = s - 2s2 + 3 
~i+l = 

3 2 
s s - s 

l_ 

In the weighted residual formulation, the Hermite cubic 
polynomials just constructed play the role of the trial 
functions. The test functions are taken tobe the Dirac delta 
distributions associated with the images of the Gaussian 
points in the element [xi, Xi+ll· In this case the Gaussian 
points are roots of the 2nd degree Legendre polynomial in 
[0, 1]. 

In treating the 4-th order differential operator, the Hermite 
polynomials of degree seven are constructed in a similar 
fashion. For the collocation points, the images of the roots 
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of a 4th order Legendre polynomial are used. This produces an 
approximate solution which is c3, namely, three times 
continuously differentiable in the domain of interest. 
Regarding the Helmholtz equation in two dimensions, the tensor 
product of the Hermite cubic polynomials constructed initially 
in this section are employed. For the collocation points, the 
two Gaussian points in the x and y directions are used. 

ALGEBRAIC EIGENVALUE COMPUTATION 

In a previous section it was shown that collocation finite 
elements lead to the generalized matrix eigenvalue problern 
Aa = \Ba. The two matrices A and B are the stiffness and the 
mass matrices, respectively. It can be shown that thcy are 
both invertiable and therefore one can rewrite the above 
equation as B- A a = \a. 

The inverse power method was applied to obtain the dominating 
modes of B-lA. The existence of distinct eigenvalues are 
guaranteed by the theorem stated earlier. 

Example 1 
The parameters in the rotating string problern are chosen so 
that the governing equations are simplified to 

- u" = \u 0 < X < l u(O) = u(l) = 0 

The exact eigenvalues and eigenfunctions are A 
u = sin/5;" x, respectively. n 

n n 

The first four eigenvalues An are computed with different 
uniform mesh spacings h = 1/2, 1/4, 1/8, 1/16 and 1/32. The 
relative errors I\-\ I/\ are listed in Table 1. 

n n n 

A plot of log l\n-\nl versus log h ~s depicted i~ Figure l. 
This verifies the asymptotic error estimate l\n-Anl O(h4). 
The condition number of B-lp,_ is plotted in Figure 2 and it can 
be seen that as h ~ 0, B-lA becomes ill-conditioned. 

Figures 3, 4,5 an~ 6 show the approximate and the exact eigen
functions un and un, respectively for the case h = 1/32. 

Figures 7, 8, 9 and 10 exhibit the relative pointwise errors 
in the calculated eigenfunctions where h = 1/32. Finally, 
Figures 11, 12, 13 and 14 give the asymptotic rates of 
convergence for 

II u -~ II n n 
00 

and IIDu -D~ II 
n n oo 

It can be seen that the following asymptotic rates are true, 
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()() 

II Du -D~ II 
n n 

()() 

max 
O<x<l 

Iu (x) - ~ (x) I 
n n 

max 
O<x<l 

" 
!Du (x)- Du (x)J 

n n 
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The errors are small even for the coarse grid corresponding to 
h = 1/2 . The rates of convergence are consistent with the 
theoretical analysis of [3]. Although t hese theoretical 
r esults were not based on eigenvalue problems, they seem to 
hold for such cases . 

Tab le 1 

" 
h l >.. l->..11/ >..1 1>..2->.. 2 1/>..2 

1/2 . 22E-2 .21EO 
1/4 . 16E- 3 .22E-2 
1/8 .lOE-4 .16E- 3 
1/16 .67E-6 .lOE-4 
1/32 .43E-7 .68E-6 

RATE OF CONVERGENCE. FIRST 4 UOOE S 
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Example 2 
The pararneters in the rotating shaft problern are selected so 
that the governing equations are reduced to 

Au 0 < x < 1 , u(O) u"(O) u(l) u"(l) 

The analytical expressions for the eigenvalues and the eigen
functions are 

.\ 4 4 n TI 
n 

and u 
n 

sin ".0:" x 
n 

0 

Therefore, the deflection rnodes are as in Exarnple 1 and to 
avoid repetition, the problern was solved nurnerically with only 
h = 1/2 and h = 1/4. 

Table 2 shows the exact and the approxirnations to the first 
four eigenvalues. 

In Figures 15, 16, 17 and 18 the pointwise relative errors for 
the corresponding eigenfunctions (with h = 1/4) are plotted. 
In spite of the coarse grid used, the results are satisfactory. 

h = 1/2 
h = 1/4 
exact 

FIG. 15 

97.409153 
97.409091 
97.409091 

(\ 

- POINTWIS[ JtElATJV[ ERAOR IN U 

Table 2 

1559.7934 
1558.5464 
1558.5455 

7909.7351 
7890.2605 
7890.1364 

n n 

V 

FIG.16 

23700.272 
24956.695 
24936.727 

\I 

- II'OJNTWJS( l[lATJVE: (ltlltOit IN U 
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.~.~ .. ------------------~--~. 

FIG . 11 FIG . 18 
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Example 3 
In this example, the problern of the free vibration of a 
cantilever beam is reconsidered. The parameters are selected 
so that the eigenvalue problern to be solved is of the form 

Au 0 < x < 1 , u(O) u' (0) u" (1) u'"(l) 0 

There is no explicit formula for A, however it satisfies the 
transeendental equation cos 4IX cosh 41X = -1. Co1location 
finite element is used with h = 1/2, 1/4 and 1/8 and the first 
four modes are ca1culated and 1isted in Table 3. Figures 19, 
20, 21 and 22 show the exact and the approximate deflection 
modes with h = 1/8. 

Table 3 

h 4 ;x-::-
1 

4 ;x-::-
2 "I:C" 3 

~+;r:-
4 

1/2 1.875104 4.694059 7. 861149 11.081088 
1/4 1.875104 4.694091 7.854758 10.995280 
1/8 1.875104 4.694091 7.854757 10.995541 
exact 1.875104 4.694091 7.854757 10.995541 
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Example 4 
Consider the Helmholtz equation in a unit square, given by 

-V2u = Au in r2 u = 0 on ()s-2 

The exact eigenvalues are known and described by 
Anm n2(n2+m2). In order to apply collocation, a uniform grid 
of size h in the x a~d y ~irec~ions isAconstructed. The dom
inating eigenvalues AU, Al2, Azz and Al3 are approximated, the 
results of which appear in Table 4. It can be seen that the 
approximations are quite accurate even for a coarse grid. The 
behaviour of cond (B-lA) is as given in Example 1. 
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Tab1e 4 

h ;..11 ;..12 "22 ;..13 

1 24.00000 48.00060 48.00060 71.99960 
1/2 19.78351 57.89182 109.71395 153.89177 
1/3 19.74914 49.56945 79.38967 117.87437 
1/4 19.74275 49.43865 79.14363 99.29108 
1/5 19.74065 49.38852 79.03640 99.06073 
1/6 19.73994 49.36841 78.99695 98.89658 
exact 19.73920 49.34802 78.95683 98.69604 

Examp1e 5 
The He1mho1tz equation in an 1-shaped region is so1ved (see 
Fig. 23). The boundary condition is u = 0 on the boundary. 
There are no exact formu1as for the eigenva1ues of this problem. 
However, a very accurate approximation to the smallest eigen
value is obtained in [7] and taken to be A . = 9.639723846. m1n 

Initially, collocation is applied with a uniform mesh spacing 
h, in the x and y directions. See Fig. 24 for the definition 
of h. The approximations to the smallest eigenvalue are listed 
in Table 5. One can conclude that a uniform mesh spacing does 
not yield good results. This is not surprising as an 1-shaped 
region has a reentrant corner and there is a singularity in the 
solution. 

The condition nurober of B-1A is also listed in Table 5 and 
extreme i11-conditionality is encountered for smal1 values of 
h. In order to improve the accuracy of the results, a non
uniform grid is chosen which is made finer at the corner. The 
calculated eigenvalue now appears in Table 6 (see Figure 25 for 
the definition of h). With this nonuniform grid, a monotonic 
convergence to the value in [7] is obtained. Again, the matrix 
B-lA becomes extremely ill-conditioned for sma11 values of h. 

Table 5 Table 6 

h >.. • Cond (B-lA) h >.. • 
m1n m1n 

1/2 10.3154 1.9E+3 1/4 9.8979 
1/4 10.0357 3.0E+4 1/8 9.7467 
1/8 10.1151 8.7E+5 1/16 9.6834 
1/16 10.2263 5.4E+7 1/32 9.6470 
1/32 10.2825 2.3E+9 1/64 9.6198 
1/64 10.2968 5.0E+11 1/128 9.6066 
1/128 10.2953 2.1E+l2 
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FIG. 23 FIG. 24 FIG 25 

CONCLUSIONS 

In this article, the authors have investigated the application 
of the collocation finite element method to the solution of 
eigenvalue problems. Example 1 was studied in detail. This 
included a verification of the rate of convergence of the eigen
values and the corresponding eigenfunctions. The findings are 
consistent with the theoretical results obtained in [3] for 
other purposes. 

In Example 5, the Helmholtzequation in an L-shaped region, which 
is a hard problern to solve numerically, was treated. Even in 
this case, collocation on a nonuniform grid reproduced the 
smallest eigenvalue accurately. 

The major advantage of collocation over the standard finite 
elements is that no quadrature formulas are required. This ~s 

one reason that collocation codes are very efficient. The 
difficulty with collocation is associated with the fact that 
it can only be applied to differential equations described in 
an orthogonal coordinate system. 

The authors are presently trying to extend their use of 
collocation to nonlinear eigenvalue problems, non-orthogonal 
coordinate systems and higher dimensions. 
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1. INTRODUCTION 

8-3 

The development of microcomputers in recent years is making a 
tremendous, and sometimes frightening impact on the whole human 
society. It has brought about developments that were inconcei
vable to most people at the time of its appearance, and it is 
still difficult to appreciate the full potential this phenomenon 
for mankind. 

Even after the birth of microcomputers in the early 1970's who 
could have visualised todays personal computer explosion? Until 
a few years ago, the microcomputer was viewed more as a toy for 
amateurs and hobbysts. Most computer professionals looked down 
on it, hoping that if it was ignored, it would go away. But it 
didn't, and what a drastic change in views came about in a few 
short years. A special thing about microcomputers, is that 
they have made computers affordable, available and easy to use, 
literally taking the latest technology to the masses. 

While the psychologysts and futurologysts are busy in trying to 
predict the overall consequences of this second industrial rev
olution on the human society, this article has a more modest 
goal, namely to review the current state of the art in the use 
of microcomputers in the fieldof structural analysis, with a 
glimpse into the near future. 

2. COMPUTERISED STRUCTURAL ANALYSIS - HISTORICAL BACKGROUND 

Use of computers in the structural analysis is only some 30 
years old, which is an extremely short period of time when com
pared to the multi century history of structural design. Meth
ods of calculation of stresses that emerged in the pre-computer 
era always needed a skilled engineer, in order to simplify the 
structure in such a way, that it would be possible to solve it 
by the aid of a pen, paper and a slide rule. Most of these pro
cedures, some of them developed for very specialised cases, were 
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far from being general enough, to be programmed for an electro
nic computer. Also, at certain points of the analysis, the 
subjective engineering judgement was necessary, which made such 
methods quite impossible to implement. Realisation that an 
engineer (with his intelligence and experience) and the computer 
(with its enormous processing speed) are complementary, and that 
what is trivial for one is an unsurmountable task for the other, 
led to the complete reformulation of the structural analysis 
procedures. Retaining only the basic principles (virtual work, 
potential energy) , it was possible to formulate conditions of 
equilibrium and continuity in terms of linear algebra, from 
where there was only a short step to utilising a computer. 

Approximate methods, although derived from principles known for 
decades, were treated in a completely different manner. The 
computer was used not only to solve the resulting systems of 
linear algebraic equations, but also to formulate these equa
tions from basic geometric and material data. 

Parallelly with the emergence of more powerful computers, more 
sophisticated models of structural behaviour have been introdu
ced. With still better numerical algorithms, the accuracy of 
the results was greatly improved. This on the other hand gave 
the impulse for new investigations of constitutive laws of dif
ferent materials, because uncertainty in basic parameters be
came a limiting factor of the validity of the final results. 

3. EMERGENCE OF MICROCOMPUTERS 

When general purpese microcomputers became available in mid
seventies, their processing power was so inadequate, and the 
limitations so severe, that it was very hard to see their fut
ure role in any serious engineering analysis. Let us not forget 
that in those years a 16K core was considered enormous, and the 
flexible disk capacity was not more that BOK. If one did not 
know how to write in the machirre language, his chances of get
ting anything programmed were quite slim. 

However, an improved breed of microcomputers soon followed, with 
the emergence of a simple (later to become standard) operating 
system - CP/M, tagether with some high level languages (BASIC 
and FORTRAN) • It then became possible to program, still modest, 
engineering applications on a microcomputer. A number of spec
ialised structural analysis programs emerged at that time, 
dealing with portal frames, roof trusses, continuous beams and 
the like. It became quite obvious that in repetitive, everyday, 
calculations done in the engineering bureaus, a microcomputer 
could be extremely useful. Nevertheless, most software houses 
dealing with structural analysis still looked down upon micro
computers, considering them not worth their while. 

In the last couple of years we are witnessing the birth of a 
new breed of microcomputers, built around powerful 16/32 bit 
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processors with extremely large addressing spaces. What is 
specially interesting for engineering applications, is the 
emergence of the arithmetic (or floating point) co-processors, 
which speed up the arithmetic considerably. On todays sophis
ticated microcomputers, also referred to as work Stations, the 
processing power per user is the same as that on a mainframe 
computer only some ten years ago. In that environment, it has 
become possible to develop serious engineering applications. 

4. PERFORMANCE OF A MICRO IN ENGINEERING APPLICATIONS 

Using a microcomputer in engineering has some advantages and 
some drawbacks when compared to a mini or a mainframe. 

The main drawbacks are the low-processing speed, limited RAM 
and mass storage and slow disk I/0. We could also talk about 
lack of, some other things like standardisation, support and 
reliable documentation, but these problems worry the more the 
software developers than the end-users. 

All the drawbacks mentioned are actually being remedied by the 
appearance of a new faster microprocessors, floating point co
processors, faster and eheaper memory chips and compact high 
capacity hard disks. In the wide spectrum of machines available 
it is not easy to draw a line where a micro ends, and a mini
computer begins. 

The advantage of using a microcomputer for engineering computa
tions are many. The main one is the microcomputer availability. 
While larger computers are still something that an average eng
ineer feels uneasy with, microcomputers are increasingly star
ting to be considered as personal devices, similarly as calcul
ators have been just a few years ago, and slide rules before 
that. The second important advantage is the qualitative 
improvement in the user-computer interaction that the micro has 
brought about. A well written data entry program will today 
use the bit-mapped graphics that a microcomputer offers, to full 
advantage, making data preparationm viewing and modification a 
trivial task. Also, in the post-processor phases, graphical 
presentation plays a crucial role. 

5. PROBLEMS OF ENGINEERING SOFTWARE DEVELOPMENT FOR A MICRO
COMPUTER 

There seems to be a reciprocial trend in the costs of hardware 
and software. Namely, it is a common knowledge that with the 
advance of micro-chip technology, prices of computer components 
are drastically reduced each year. On the other hand, newer 
Software products tend tobe more complex, more user-friendly, 
solving wider range of problems, and since they are mainly the 
result of human work, the price of producing them is on the rise. 
The days when the buyer of a computer was getting a bundle of 
free software with his machine are gone, and a good piece of 
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software has tobe paid for. 

One way to bring down the price of software is to mass market 
it, and this is successfully done for microcomputers in the 
areas of business applications. The problern with engineering 
fields are that they are diverse, and there are not nearly as 
many potential users for each of them, as for general business 
packages. 

It is not uncommon for a thorough structural analysis package 
to have more that a hundred man-years of investment. Also, it 
has to be supported and maintained by a highly qualified team 
of professionals. These factors make the end product very 
costly, and due to a limited user's community the unit price is 
high. 

Most of todays best known structural analysis codes have been 
initialised some 15 years ago, and have since then been growing 
in size tagether with the growing capabilities of mainframe and 
mini computers. Suddenly, the world is swarming with microcom
puters, and these huge programs start resembling dinosaurs. 
There is not an easy way to scale them down, and the software 
houses are confronted with a dilemma: whether to wait for micros 
to grow to the size of their programs, or to try and squeeze the 
programs into the existing machines. 

It seems that neither of the approaches is an adequate one. The 
existing codes, as developed on mainframes, are best suited for 
machines of such size and power, and for the time being should 
be left there. What an engineer with a microcomputer needs is 
a number of specialised modules which will take off the burden 
of his everyday computations. And although none of the modules 
may have the capability to do earthquake analysis of a nuclear 
power plant, they may be adequate in 90% of other situations. 

In spite of setting a lower goal than a general purpose struct
ural analysis package on a micro, a software designer still has 
a hard task. Problems which he must overcome when developing 
engineering software for a micro are: 

- Lack of overall standardisation 
- Partial standardisation of programming languages 
- Diverse operating systems 
- Hardware dependency (monitors, disks) 
- Core and mass storage limitations 

Slow processing and I/0 
- Lack of support and documentation 

As already mentioned, most of these problems are being overcome 
with the progress of microcomputers, but they are much more ob
vious from a software developer's than from the user's point. 
That is the reason why many applications are initially develop
ed on a powerful computer (host) and then transferred to the 
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An ideal micro for engineering software development and use 
would have to have the following properties: 

- Floating point processor for fast nurober crunching 
- Large core storage for code and arrays 
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- Large and fast mass storage for source programs and random 
access files 

- Reliable FORTRAN 
- File structure with subdirectories 
- Multitasking 
- Network communication 

All of this is available today on some microcomputers at the 
higher end of the price scale, but most of the time one still 
has to compromise between the cost and the performance. 

6. STRUCTURAL ANALYSIS PROGRAMS - AVAILABILITY 

Today, there is a broad spectrum of structural analysis programs 
available for a microcomputer. Their capabilities vary widely, 
and one could categorise them into the following groups: 

a. Specialised modules. These are the programs usually written 
in BASIC, with a very limited computer in mind. They tackle 
very specific tasks like design of a continuous beam, a portal 
frame or a plate. The input is usually organised as a series 
of questions to which the engineer types the answers. Due to a 
poor standardisation of BASIC, portability of such programs is 
not straight forward. 

b. Integrated special purpese modules. These programs also 
solve specific tasks (structures with pre-defined geometry) , 
but also include the designing and detailing. Different modules 
are available for reinforced concrete design or for steel design. 
They may also include tables of standard profiles and other 
useful parameters. The input to such programs tends to be of 
higher standard, usually "menu-driven". 

c. General purpese structural analysis codes. These programs 
are quite big in size and they include possibilities to analyse 
framed structures with arbitrary geometry in plane or space. 
As a consequence, more input data are needed to describe the 
properties of the structure and the loads acting on it, and 
these are input using usually separate pre-processor modules. 
Some of these programs also have the post-processing capabili
ties with graphical display of geometry, internal forces, 
stresses and displacements. 

d. Finite Element programs. In the last couple of years these 
have appeared as the scaled down versions of some well known 
FEM codes. Due to the complexity of such programs, their micro 
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versions are usually capable of solving only modest tasks. One 
catch is that, though frame analysis programs can in majority 
of applications get away with single precission arithmetic, FEM 
codes must definitely resort to double precission, which drast
ically slows down the processing. Nevertheless, their perfor
mance on more powerful microcomputers has proven satisfactory. 

7. FUTURE PROSPECTS 

Quite a widespread misconception is that the computer, equipped 
with the right software, will eventually be able to replace the 
knowledge of an engineer, and that less qualified personnel 
will be able to perform complicated tasks of structural design. 
The author's experience is the contrary: although the computer 
is capable of greatly increasing the analytical powers of the 
engineer using it, the crucial decisions still rest with the 
human. Therefore, the future designers will have to have not 
less, but more knowledge than those of today, but their effic
iency will be enhanced. Luckily enough, for at least some time, 
we cannot expect a computer to replace a structural designer, 
but rather to support him. The main role of the computer should 
be to shield the engineer from the laborious and error prone 
calculations, but still leave him enough freedom for his crea
tive judgement. 

Forecasting in the field of microcomputers tends to be optimis
tic for the near future, but often proves conservative for the 
long term. With the technology of VLSI (Very Large Scale Inte
gration) silicon chips, it is becoming possible for such tiny 
devices to absorb more and more portians of the computer system. 
It is rather obvious that with the advance of microprocessors 
and memory modules, even today's largest structural analysis 
programs will probably in just a few years be available on desk 
top computers. But the crucial question is will we want them 
the way they are? In cantrast to the quantum leaps of hardware 
progress, the software has long ago become the limiting factor 
of any application. Is there other alternatives to the existing 
painstaking software development? 
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Thermal insulation for hot surfaces of industrial installations 
such as storage tanks 1 steam and hot water pipes and other 
thermal process equipment is essential for their safe and 
economical operation. With the present high cost of fuel 1 

inadequate insulation leads to excessive heat losses and higher 
operating cost. On the other hand 1 the effectiveness of the 
additional insula tion diminishes as thickness increases. The 
concept of determining an optimum insulation has long been 
appreciated. However 1 the lengthy and laborious calculations 
required to establish heat losses through varying insulation 
thickness wi th a wide range of temperatures always discourage 
such optimisation exercise. Many resort to estimation based on 
previous experiences or guessed work. These will inevi tably 
lead to under estimation as the increase of fuel price is not 
well incorporated. 

Turner et al ( 1980) developed a procedure to determine the 
economic thickness of insulation for flat surfaces and cylindri
cal pipes which required the use of three graphs and two tables 
before arriving at the result. Computer programs written in 
FORTRAN on mainframe computer ICL1904S for heat transfer 
analysis and the calculation of optimal pipeline insulation have 
been developed by Diamant ( 1977). However 1 i t requires other 
library stored Subprograms to completely solve an insulation 
problem. Moreover, mainframe computers are not readily 
available to many industrial users. 

Wi th the widespread use of microcomputers 1 design and analysis 
of thermal insulation can be effectively carried out on these 
computers with better estimation of economic thickness or 
payback period. This paper describes two computer programs 
written in BASIC for microcomputers based on (i) economic 
thickness method and (ii) payback period method for thermal 
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insulation design and analysis. Application of the programs to 
the designing of new insulation and the upgrading of existing 
pipeline insulation are presented. The abili ties, meri ts and 
deficiencies of both methods are discussed. 

BASIC EQUATIONS 

Heat Losses Through Insulated Pipes 
The heat transfer per uni t pipe length q from the hot pipe 
surface through the insula tion to the surrounding fluid (Figure 
1) is given by 

2TI( T1 - Tod 
q (1) 

r2 
ln(-) 

r1 
+ --

k r 2h 

where T1 is the pipe surface temperature (K), Too is the ambient 
temperature (K), r 1 is the outer radius of uninsulated pipe, r 2 
is the radius of insulated pipe, k is the thermal conductivity 
of insulation and h is the heat transfer coefficient of the 
external surface. 

Figure 1 Pipe insulation 

The overall heat transfer coefficient is the 
transfer coefficients due to convection hc and 
hr· 

h 

Convective Heat Transfer Coefficient 

sum of heat 
to radiation 

(2) 

For horizontal pipes, the value of hc is gi ven by the empiri
cal equation for natural convection, 

0.525 (GrPr)0.25 

ka (3) 

for 1 o4 < GrPr < 1 o9 
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and 

0.129 (GrPr)0.33 (4) 

for 109 < GrPr< 1012 

where d is the diameter of insulated pipe, ka is the thermal 
conducti vi ty of air, Gr is the Grashof nurober and Pr is the 
Prandtl number. 

Gr is defined by 

Gr (5) 

where Tw is the insulated pipe wall temperature (K), p is the 
density of air, ß is the coefficient of volumetric expansion and 
~ is the dynamic viscosity of air. 

Pr is defined by 

Pr (6) 

where Cp is the specific heat of air at constant pressure. 

All the properties of air ka, p , ß , ~ and Cp in Equa tions 
( 3) to (6) must be evaluated at the mean film temperature Tf 
where 

1 

2 (7) 

Radiation Heat Transfer Coefficient 
The heat transfer coefficient due to radiation hr is given by 

( 8) 

where E is the emissivity of the outer pipe surface and o is the 
Stefen-Boltzmann constant with a value of 5.67 x 10-8 W/m K. 

Curve Fitting of Properties 
Thermal conductivity of insulation The thermal conductivity of 
insula tion increases as the mean temperature rises. In the 
normal range of working temperature, thermal conductivity can be 
approximated by a quadratic equation 

k at2 + bt + c (9) 

where a, b and c are constants for an insulation material and t 
is the mean temperature in °C. 
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Properties of air The thermal conductivity of still air within 
the normal working temperature (0 to 300°C} can be approximated 
by a linear equation 

7.919 X 10-8 t + 2.404 X 10-5 (kW/mK} ( 1 0} 

The product GrPr for air wi thin the same temperature range can 
be approximated by 

GrPr = (-1.0456 X 106 t + 1.3173 x 108} (Tw- T00}d3 (11} 

Equations (9) to (11) are used directly to obtain the air and 
insulation properties at the working temperature. 

ECONOMIC ANALYSIS 

The return on investment of thermal insulation depends mainly on 
the prevailing fuel cost, installed cost of insulation, the 
working and arobient temperatures as well as the interest rate. 
A well known method is the so-called "economic thickness method" 
which determines the optimum insula tion thickness based on the 
geometrical and operating condi tions. Another approach is to 
determine the payback period of a nurober of proposed insulation 
thicknesses and decide on the most suitable thickness according 
to the investment policy of the company. 

Economic Thickness Method 
The method is mainly used for the design of thermal insulation. 
Figure 2 illustrates the fundamental elements of the method. 
Curve A represents the cost of insulation (material, 
installation, interest and maintenance costs) which increases 
with the thickness. Curve B represents the total cost of heat 
loss ( fuel cost, maintenance, operation and depreciation costs 
of heat-producing and distributing systems) which decreases with 
additional insulation. The sum of these two curves represents 
the total cost of a thermal installation. The thickness 
corresponding to the minimum total cost is called the economic 
thickness of insulation. 

The equation for economic thickness was first derived by B.L. 
McMillan in 1926. For cylindrical pipe, the equa tion is gi ven 
as 

r 2 k 
(r2ln- + -) ( 12) 

r 1 h 

where y is the nurober of hours per year the pipe is running, 
Ce is the heat cost per kWh and ein is the annual cost of 
insulation per m3. 

The value of ein can be derived from 
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ID 

(13) 

where A is the total cost of insulation per m3, i is the annual 
interest rate and n is the depreciation period in years. 

Payback Period Method 
The method uses a modified discounted cash flow technique based 
on "future worth value" developed by James ( 1978). The method 
calculates the payback period of insulation cost and is capable 
of determining the return on investment for new installation as 
well as upgrading of existing installation. A summary of the 
method is given as follows: 

The first year saving s1 with additional insulation is given by 

( 14) 

where Q1 and Q2 are the original and upgraded heat losses per 
metre of pipe length. For new pipe without existing insulation, 
Q1 is the heat loss from the bare pipe. 
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The payback period is then given as 

ln ~' (er - eil ·] 
p ( 15a) 

(r - i) 

for i f r 

and 
c 

p er (15b) 

s, 
for i = r 

where C is the total cos t of additional insula tion per metre 
pipe and r is the annual rate of increase of fuel. e is a 
constant having a value of 2.7183. 

COMPUTER PROGRAMS 

The two computer programs are both written in CP/M BASIC 
suitable for most microcomputers. They are written in a simple 
interactive "question and answer" manner which the users need 
only to key in the informa tion reques ted. Iterative technique 
is used in both programs in order to obtain a coverged solution 
and the accuracy of the solution depends upon the convergent 
criteria being specified. 

Economic Thickness Program 
The economic thickness program (ECONTH) at first requests for 
and accepts the informa tion and da ta as shown in Figure 3. It 
then solve the McMillan equation to obtain r 2 wi th some ini tial 
guessed values of insula tion conducti vi ty k and outer surface 
heat transfer coefficient h. With r 2 , it then proceeds to 
calculate heat loss and obtain the new values of k and h. This 
process is repeated until h is converged. The latest values of 
k and h are then used to recalculate r 2 • The entire iterative 
loop is repeated until r 2 is converged and a solution is thus 
obtained. The economic thickness is then equal to (r2 - r 1 ). 
The flow chart of the program is shown in Figure 4. 

Payback Period Program 
As for the ECONTH program, the payback period program (PAYBACK) 
at first requests for and accepts the required data as shown in 
Figure 5. It then calculates the heat loss Q1 through the 
original insula tion by setting ini tial values of k and h and 
work through the iterative loop until h is converged. The same 
procedure is repeated wi th an additional insula tion to obtain 



www.manaraa.com

8-17 

the upgraded heat loss Q2 • The program then proceeds to 
calculate the first year saving and payback period according to 
Equa tion ( 14) and ( 15) • The flow chart of the program is shown 
in Figure 6. 

APPLICATIONS AND RESULTS 

To illustrate its application, the ECONTH program was used to 
calcula te the economic thickness of a 50-mm nominal bore steam 
pipe running at 200°C. The output of the program is shown in 
Figure 7 which listed all the relevant input data and the heat 
loss and economic thickness calculated. 

The ECONTH program can also be used to study the effect of 
changing any variable. The influences of pipe size and working 
temperature on the economic thickness are shown in Figure 8 and 
the effect of escalating fuel cost is shown in Figure 9. 

The PAYBACK program has been used to study an existing insulated 
steam line of 40-mm nominal bore at 200°C. The output of the 
program is gi ven in Figure 1 0 where all relevant input da ta 
together with the heat losses of original and upgraded 
insulations are printed. The payback period of additional 
insulation as well as that for re-insulation are also listed. 

To demonstrate the capability of the PAYBACK program as an 
useful analytical tool, the program was used to study the 
variation of heat losses with thickness for two different 
insulation materials. The results which are plotted in Figure 
11 reveal the relationship between heat loss, insulation 
thickness and cost for calcium silicate and ceramic fibre. 

CONCLUSIONS 

The two computer programs for the design and analysis of thermal 
insulation for hot pipes, ECONTH and PAYBACK, have been success
fully developed. The ECONTH program is more sui table for 
insulation design of new installation as it calculates the 
economic th'ickness and cost of insulation. However, the program 
does not take into account the effect of escalating fuel price. 

The PAYBACK program is more flexible to cope wi th varying 
condi tions. The annual increase in fuel cost is being taken 
care of wi thin the program. It is capable of analysing new 
design as well as upgrading or retrofitting existing insulation. 
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ABC 
UNINSULATED PIPE BURFACE TEMPERATURE IDEG.C.l ? 
200 
AMBIENT TEMPERATURE IDEG.C.) ~ 
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DEPRECIATIDN PERIOD CF INBIJLAT!Or. iYEARl ? 
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CONVERGE"Nl C-Fdli::RlA FOR H ? 
0 .. 01 
ACCURACV REQUIREO FOR INBULAT!ON THICKNESS IM. l ? 
0. (l(ll 

Figure 3 Input data for ECONTH program 
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Figure 4 Flow chart of ECONTH program 
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REFERENCE? 
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BO 
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2B 
RADIUS OF LNINSULATED PIPE<H>? 
0.0241 
THICKNESS OF ORIGINAL INSULAT10N<H>? 
0 
COEFFICIENTS OF THERMAL CONDUCTIVITY CURVE--K=AT'2+BT+C? 
1.15E-10,5.15E-B,5.12E-5 
EHISSIVITY OF JACKET SURFACE? 
0.09 
CONVERGENCE CRITERIA FOR H? 
0.01 
PROPOSED TOTAL INSULATION THICKNESS<H)? 
0.025 
FRACTION OF TIME IN A YEAR THE PIPE IS RLNNING? 
0.6 
TOTAL INSULATtON COST PER CUBIC HETRE<S>? 
2000 
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Figure 5 Input data for PAYBACK program 
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No 

No 

Figure 6 Flow chart of PAYBACK program 
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*** ECONOMIC THIO;NESS OF INSULAf!ON FOR HORIZONTAl PIPE U$ 

REFFRENCE : AAA 

RADIUS OF UNINSULATED PIPE -= • fJ3(11 ~ M. 
UNINSULATED PIPE SURFACE TEMPERATtlRF '2oO DF.G.l. 
AMB I ENT TEMPERATURE ~(> DEG. C. 

INSULATION MATERIAL CALCIUM SILICATE 
NUMBER OF OPERATING HOURS PER v'EAR = 60(10 HOllRS/YEAR 
INSTALLED COST OF INSULATION PER ClJBIC": METRE = 1800 $1M3 
EMISSIVITY OF OUTER SliRFACE ~ • (>'> 

HEAT COST PER !<WH = .06 $/kWH 
INTEREST RATE~ .I 
DEPRECIATION PERIOD OF INSUIAT!ON 10 YEAR 

* U RESLll.T OF CAL ClJLAT ION U * 
OLITER RADIUS Wl fH INSlJLATJON ~ .0763414 M. 
OUTER WALL TEMPERATURE ~ 52.5365 DEG.C. 
THERMAL CONDUCTIVITY OF INSIJLATION ~ 5. 95375E-u5 kW!M; 
OI.ITER SURFACE HEAT TRANSFER COEFFICIENT = "L 4766-0:::E-()3 t<,W/M2t<" 

INSTALLED COST OF INSLILATION PER METRE P!Pf c n.8!6~ $/M 

HEAT LOSSES ~ • 059296c• KWIM 

ECONOMIC THIC~NESS ~ 46.1'>14 MM. 

Figure 7 Output from ECONTH program 

60 
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20 

Ambient T~mp = 30°C 
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PIPE SURFACE TEMPERATURE ( •c l 

Figure 8 Influence of pipe size and 
temperature on economic thickness 
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Figure 9 Effect of escalating fuel cost 
on economic thickness. 

••* PIPE JNSULATIOI..J UPCIATE HNALYSIS "~'* .. 

REFERENCE : T.S. CO. 

PIPE SURFACE TEHPERATURE 200 DEG.C. 
AMBIENT TEHPERATURE = 28 DEG.C. 
RADIUS OF UNINSULATED PIPE = .0245 H. 
INSULATION COST PER CUBIC METRE $ I600 
ENERGY COST PER KWH = $ .OB 
IIHEREST RATE = • 12 
RATE OF ~UAL INCREASE IN FUEL COST . I 
FRACTION DF PIPE RUNNING TIME = ,9 

ORIGINAL INSULATION : 
THICKNESS = .025 H. 
WALL TEHPERATURE = 63.1764945 DEG.C. 
CONDUCTIVITY = 5.9975705BE-05 KW/HC 
DUTER SURFACE HEAT TRANSFER COEFFICIENT 
HEAT LOSS = .0733122628 KW/M 

PROPOSED INSULATION : 
THICKNESS = .05 M. 
WALL TEHPERATURE = 48.307126 DEG.C. 
CONDUCTIVITY = S.9358858BE-OS KW/MC 
OUTER SURFACE HEAT TRANSFER COEFFICIENT 
HEAT LOSS = .0508718591 KW/H 

6. 70097477E-03 KW/112C 

5.35170284E-03 KW/H2C 

FIRST YEAR SAVING PER HETRE PIPE LENGTH = $ 14.1536114 

ADDITIONAL INSULATION COST PER METRE PIPE LENGTH = $ 15.582336 
PAYBACK PERIOD OF ADDITIONAL INSULATION = 1.24433638 YEARS 

RE-INSULATION COST PER METRE PIPE LENGTH = ~ 24.8814721 
PAYBACK PERIOD OF RE-INSULATIC•-J = 2.0019526 YEAR~. 

Figure 10 Typical output from PAYBACK program 

8-23 
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Figure 11 Relationship of heat lass, 
insulation thickness and cost 
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ßlacksbury, Vi ryinia 24U6l, U.S.A. 

and 
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University of Tennessee at Chattanooya 
Chattanooga, TN 37402 

AßSTKACT 

In thi s ~aper tt1e autnors hi yn I i ynt tt1e hardware and 
Software considerations which are crucial in the develoj-lment 
of a re1iable and meaninyfu1 finite element ~royram 

operational on a microcom~uter. The three yuidiny 
considerations in tnis deve1o~ment. are user-friendliness, 
efficient memory uti1ization and speed of com~utation and 
f)erha~s in that order. These considerations forrned tne basis 
of a mi c rocomputer based finite e 1 ement program deve 1 oped by 
the autt10rs and known Dy the acronym SNAP/FE. 

INTRODUCTION 

J•lost modern day enyi neeri ny prob 1 ems do not 1 end 
themse 1 ves to exact so 1 ut i ons because of thei r camp 1 exi ty. 
However, a~proximate so1utions of a 1arye c1ass of such 
engineering prob1ems can be obtained most effectively 
uti1iziny the well-known finite e1ement me1:hod (FEJVI). The 
finite e1ement method is a domain discretization techni4ue 
that uses piecewise afJ~roximations of continuous functions in 
goiny from the "part to the whole" uti1izing the princip1e of 
virtua1 work or the methods of weiyhted residua1s. The yrowth 
of this numerica1 techni4ue has been accomf.Janied by the 
deve I o~ment of some very versat i 1 e mai nframe based com~uter 

codes such as ADINA, ANSYS, EAL, MAKC, NASTRAN etc. Likewise, 
this yrowth has ~ara11e1ed tne advances rnade in corn~uters. In 
f)articular, with a raf)idly yrowiny personal computer 
techno1o':Jy an acute need exists for ada~tiny mainframe based 
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finite element pro~rams to microcomputers and makiny sucn 
proyrams user-friendly, efficient and capable of solvin~ 
reasonably larye scale problems. 

As with the mainframe computers, several issues and 
software as well as hardware considerations dictate the nature 
and form of ttle fi na 1 end 11roduct - the rni crocornputer based 
finite element (FE) proyram. The prirnary Software 
consideration is the Iimit on the ca!Jabilities of the proyram 
in the form of the types of analyses the proyram is capable of 
performin~, i.e., static, transient, Vibration, buckliny, 
thermal, etc. This in turn decides the finite element 
library, the tne of material sets, the tyf)es of constraints 
(single point and/or multi-point) and the type of the solution 
processors ( 1 i near e4uat i ons and ei ~enva 1 ue so 1 vers) tnat are 
required. Hardware considerations concern the type of the 
machi ne to be used for tne deve 1 oprnent of the computer program 
which can, with perhaps minor modifications, run on as many 
other machines as possible. The IßM PC may be considered to 
be an ideal machine for such a development since it has a 16 
bit micro!Jrocessor, a reasonably yood memory capacity, yood 
co 1 or yraphi es capabil ity and most of a 11 the feature that 
many other manufacturers make rni crocomputers ttlat are IBM PC 
compatible, e.g., COMPAQ, TANDY 2000 etc. The use of Intel 's 
HOHl math co-processor is imperative for any meaningful and 
decent microcomputer based FE proyram. The availability of a 
hard di sk in addit i on to 36UKß di sk dri ves 11ermi ts ttte use of 
out-of-core e4uation and eiyenvalue solvers. Finally, 
miscellaneous I/U nardware like tne mouse, light 11en and 
diyitizer are nice for input assistance in interactive 
sections of the f)royrarn. For instance, the diyitizer could be 
used to enter nodal data di rectly from 11i ctures or drawi nys. 

S~AP/FE - DETAILS AND DEVELUPMENT PHIL0SUPHY 

The s in~ 1 e feature whi eh di st i n\:Ju i shes SNAP /FE from most 
other microcomputer based FE proyrams like those described in 
deta il in reference [ 1] for i nstance, i s i ts user
tri endl i ness. The autnors fe 1 t that i t was more im!Jortant to 
sacrifice some of its capabilities at the expense of its 
user-frien~liness. Accordinyly it was decided that, initially 
the program SNAP/FE wi 11 perform only three -, i near analyses 
namely the static, transient and Vibration analysis with an 
e 1 ement 1 i brary cons ist i ny of a 3-D TROSS, 3-D FRAME, 3-D 
MEMBRANE SHELL, 3-D THICKSHELL isoparametric elements and 
rotational and translational Sf)rinys. It is expected however, 
that notwithstanding its \:JOOd user-friendly features, SNAP/FE 
wi 11 eventua lly b 1 ossom i nto a mini -SAP type program of the 
kinds alluded to in reference [1]. 

SNAP/FE offers three processors, wt1i eh are 1 i nked 
together by a DUS baten fi 1 e. Tne BASIC preprocessor a 11 ows 
user friendly data in11ut, and writes the data to program data 
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fi les. The FOKTKAN based sol uti on f.lrocessor reads the data 
from the program data files, performs the Solution, and writes 
the results to f)royram results files. The ~ASIC postprocessor 
allows for the output of the data throuyh various print and 
plot Of)tions. For reasons already cited, it was decided to 
develOJ.! SNAP/FE usiny the J.!OJ.!Ular I~M PC with 256K KAM. The 
J.!royram can run on tne bas i c ve rs i on of PC wi tn lJOS 2 .u or 
hiyher and re4uires no SJ.!ecial device drivers or other 
hardware. Inte 1 1 s 8087 rnath COfJrocessor i s opt i ona 1 and 
hiyhly recommended for the solution of larye scale f.Jroblems 
reyuiriny a yreat deal of 1 number crunchiny 1 • Ayain one JtiU 
KB disk drive is acceptable althouyh two such disk drives 
would be preferable. A hard uisk may be necessary for larye 
J.!roblems wnich yenerate larye arnounts of data. A yraphics 
j.Jrinter would allow hardcoi-'Y of !:lraf)hics screens. 

The backbone of the SNAP I FE 1 s deve 1 opment was the use of 
split ~ASIC-FUKTKAH OJ.leration. The SUJ.!erior data manij.Julation 
abil ity and the yraf)hi es capabi 1 ity of ~ASIC were ideal for 
i nput and output whereas the faster ca 1 cul at i on speed made 
FOKTRAN ideal for the core of the program. 

~asic Pre and Post Processors 

IBM BASIC is limited to a maximum of 64K bytes for 
f.lrog ram and va ri ab 1 e SJ.!ace. Hence SNAP /FE stores on ly mesh 
inf)ut data in core while storiny load information directly on 
disk. The entire data could have been stored directly on 
di sk, but thi s wou l d nave made e 1 ement and node yenerat i on 
very difficult and it would have been difficult to imj.Jlement 
tne built-in yraJ.!hics. 

User-friendliness means different thinys to different 
J.!eOJ.!le, involviny various deyrees of computer and user 
particif)ations. Keyardiny SI~AP/I't, it was decided tnat the 
comf)uter should let the user know exactly what input is 
re4uired for tt1e 1-'royram. Accordinyly, SllAP/I't f)rovides a 
number of inj.Jut screens with menus. Menu driven proyrams are 
user-friendly. l"'oviny a cursur tu tne line ot the desired 
activity is easy and 4uick. It is easier to f)Oint to an 
activity rather than type a cummand to f)erform the same 
function. The idea is similar to the use of a mause on 
ApfJie 1 s I"IACINTUSH. Tne menus used in SI~AP are however not as 
SOJ.!histicated as those used in MACINTOSH, but accomplish the 
same task and are almost as easy to use. 

Another user-friendly feature implernented in SNAP is the 
line type inj.Jut which has a variable number of inf)Ut 
entries. The j.Jrogram recoynizes, by the number of values on a 
line, what fJdrticular input is beiny entered. Tl1is inf)Ut tyf)e 
is ideal for use with sections containiny yeneration 
caf)abi l it i es. 
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Finally, a user-friendly program should 1 expose or 
identify 1 as many input errors by the user as possible. For 
instance, imJ.Iroper cursor position, inaJ.IJ.Iropriate inl)ut or 
incorrect number of values in a line input are a few typical 
errors whi eh SNAP I FE i dent i fies. When an error messaye i s 
printed, the computer beeps its speaker and thereby brinys 
user 1 s attention to the error from another sense besides 
v1s1on. This dual sense error indicator yives another level 
of user-friendliness, almost like haviny the comf!uter identify 
errors throuyn speech. 

Many of the user-friend-ly features all uded to above could 
not have been used in any other proyrammi ny l anyuaye except 
tlASIC. BASIC flrovides excellent character striny nandliny 
capabilities alony with good input/outf!Ut features. IBM BASIC 
also f.lrovides some very nice yraflhics commands wnich 
facilitate the implementation of certain menu Caf.labilities and 
some simple l)lot routines. 

Solution Processor 

FUIHKAN was cnosen for th i s !)Ort i on of the code fi rst ly 
because of famil i ari ty wi th the l anyuaye and secondly because 
i t provi des a reasonab ly fast code for the 1 number crunchi ng 1 

operations requried in solviny larye scale finite element 
!)rOD l ems. Compared to mini computers and ma i nframes, for most 
microcomputers, with the exception of perhaps the extended 
version of an lt3M PC/AT, the Kandom Access Memory (RAM) is at 
a premium. Hence efficient memory utilization is im(Jerative 
and solution schemes wnich Of.ltimize in-core stiffness matrix 
storaye requi rements are hi yh ly des i rab l e. Une such scheme i s 
the one that exf!loits the sparsity and symmetry of the 
assembled stiffness matrix and stores the relatively few 
nonzero entries within wnat is known as the rnatrix sKyline in 
a sma ll vector in a compacted form. Uf course, the skyl i ne 
structure is dictated by the connectivity rnatrix of the finite 
element mo<ifl· The symmetric stifffess matrix is factored 
into an LUL factorization with tne L and U factors stored in 
exactly the same skyl i ne structure of the upper tri anyul ar 
portion of the original rnatrix. Tnis sctleme [2] yreatly 
reduces the memory requ i rements and provi des a very effi c i ent 
in-core solver tnat J.lermits ttle solution of reasonably larye 
scale problems. Currently SNAP/FE has such an in-core solver 
which f.lermits tne solution of certain types of f.lroblerns witt1 
as larye as about 20UU deyrees of freedom or more. 

For beiny able to solve even larye flroblems Si~AP/FE is 
currently in the f.lrocess of implementiny an element-by-element 
preconditioned conJuyate yradient tecnni4ue (EtlE-PCG) (Jroposed 
by Huyhes et al. [3]. Like all conjuyate yradient techniques, 
the EtlE-PCG tecnniL1ue does not generate the ent i re assemb l ed 
sti ffness matrix. On the other hand it requi res only the 
upper triangular portions of each element for tne 
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11recondi t i oner and accordi ny l y i ts stora~e re4ui rements are 
much smaller than that of an in-core solver utiliziny the 
total stiffness matrix in a compacted skyline form. This is 
especially true for those 3-D problems wherein the stiffness 
matrix has a lot ot 'fill-in' within the Skyline. 

Another option for reduciny storaye requirements, that 
SNAP/FI:: is also currently considerin~ is tt1e use of 
overlays. Certain versions of FOKTRAN for the PC support the 
use of overl ays and can reduce the rnemory re4ui rements of the 
code substantially if prOfJerly implemented. 

The use of out-of-core solvers of the tyfJe tJrOfJOSed by 
Mondkar and Powell [5] was considered but not used because 
disK access in PC's is relatively slow even with a nard 
disk. The total solution time will thus involve a yreat deal 
of time for read/wri te OfJerat i ons duri ny tt1e factori zat i on, 
forward and back Substitution phases of the solution 
flrocess. In view of these considerations andin view of the 
numerical ex11eriments of reference [3] wt1ich indicate that 
EtjE-PCG is a much more cost-effective alternative, the idea of 
imf)lementiny Mondkar and Powell 's out-of-core solver was 
abandoned. l::ven wi th an l::tji::-PCG a hard di sk i s st i I I 
des i rab l e i f not mandatory esfleC i a lly because of the 1 i mi ted 
amount of data that can be stored at one time on a fl OflflY 
disk. 

SNAP/FE currently emtJloys a nonsinyu-lar lurntJed mass 
matrix for each of the four main elements as reyards both the 
transient and vibration analyses. The linear transient 
analysis uses variants of the yeneralized Newmark-Beta method 
[7]. The transient analysis fJrovides a restart caf)ability 
that permits the analysis to be carried out for vi rtually any 
number of time stef)s. For Vibration analysis SiMP/FI:: uses the 
subspace iteration method of reference [2] that exfJloits the 
skyline structure of both the stiffness and mass rnatrices. 
Future plans for SNAP/FE as regards the element library 
include the implementation of a shear-deformable fllate bendiny 
and she 11 e l ement. Li kewi se its ana 1 ys i s capabil it i es wil be 
extended to permit thermal and buckliny analysis. 

DEMONSTRATION OF A TYPICAL GAPABILITY OF SNAP/FE 

The basi c architecture of the flroyra1n Si~AP/FI:: consi sts of 
a bat eh fi l e that accesses the f)reprocessor fo ll owed by the 
solution and f!OStf)rocessor sections. The 11reprocessor section 
which is written in tlASIC contains two rnenus: one for input 
of data and the other for veri fi cat i on ot these i nflut data. 
The input data are written on several temporary disk files and 
then the proyram control is transferred to the FUKTRAN 
solution section. This section, which can also O!Jerate as a 
stand a I one sect i on, reads the i nf)ut data trom the ternf)Orary 
files, calculates the element matrices, assembles thern, 
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performes the solution, and write the results (diSf!lacements, 
velocities, acce.lerations, stresses, nodal forces, etc.) to 
different temf)orary fi I es. The f!ro~ram then be!:Ji ns the 
postf)rocess in~ sect i on where va ri ous 1-11 ots and p ri ntouts of 
the data can be obta i ned. l:$ecause of 1 i rni tat i on s of Sf-laCe, 
detai 1 s on the menu structures, the archi tecture of the two 
proyrams and other detai ls cannot a1 I be elaborated Uf!On 
sufficiently. ~eference [5] however provides a1l such details 
in sufficient depth. 

To enable the solution of larye scale 1-1roblems in a 
reasonable amount of time the IBM PC was equi1Jped with an 8087 
math COiJrocessor. Tt1e version of Microsoft rO~TKAN currently 
implemented allows a labelled common block with a maximum 
l enyth of 64K whi c11 trans l ates i nto a si n~ I e i-Jrec i s i on array 
of 16,009 variables. This in turn imiJlies that with an in
core LlJL solver that exf)1oits the skyline structure of the 
matrix the total number of elements within the skyline may not 
exceed 16,000. Witl10ut any forrna l bandwi dth Of!t i mi zat i on 
schernes and witnout EBE-PCG or out-of-core sol vers [6] we are 
thus limited to i-Jroblems with as rnany as ~uu ae~rees of 
freedom assurni n~ a mean semi -bandwi dth of ab out 35. It i s 
clear that usin~ tt1e EI:$E-PCli and out-of-core solvers we nave 
in principle the caf!ability of solviny f)roblems of unlimited 
size. Also, newer versions ot rUKTKAN allow tor common blocks 
of unl imited si ze, whi eh rneans the proyram would only be 
limited by the rnernory of the rnachine. However, all that is of 
interest to us in this f)aper is a demonstration of tlle menu 
driven featu res and the effi c i ency ot the in -eure so I ut i on 
f)rocess for the transient analjsis of an uniforrnly loaded 
cantilever beam moaeled usin!:J five, ei~nt-noded iSOf!ararnetric 
membrane elements [8]. riyure 1 is the actual ~raiJhic diSiJlay 
of the beam discretization and Fi!:Jure 2 is a ~raf-lllic diSf!lay 
of the beam resiJonse. Fiyures 3 throuyh 18 show the actual 
screens durin~ tne inf)Ut phase ot the SNAP/FE for the 
transient analysis of tne beam hiyh1iyhtiny the menu structure 
and the user-friendly promf)ts. 

CONCLOSIONS 

The irnp lernentat i un f!lli l oSOtJhY of Si~AP /FE out 1 i ned in the 
prceeding t-Jayes is by no means the only way to apf)roach 
microcomputer-based finite element f!rO!:Jrarn. However, SNAP/FE 
is a successful, totally inteyrated proyram which provides a 
hiyh deyree of user-friendliness and ease of Of)eration. Since 
many of today's enyineers have little or no experience in 
Of)eratiny a microcomf)uter, a truly user-friendly flroyrarn is a 
tremendous advantaye. SNAP/FE also yives tne ext-Jerienced user 
the OtJtion to develOtJ custom tai lored 1-'re ana f!USt f!rocessin~ 
Software usiny its OiJen fi le structure. 

1:$y way of Uf!~radin~ SNAP/rE's user-friendly features a 
number of t-Jlans exists. T11ere are a few commercially 
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available ~rajJhics f!acka~es whict1 could be used in conJuction 
with file conversion utility jJroyrams so as the permit contour 
plots and hidden line jJiottins ot data. Also tne ~re ana f!OSt 
processors could be written in compiled BASIC thereby allowiny 
faster execution. Finally, there is a f!lan to ada~t SNAP/H 
to operate on a MACINTOSH. 
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Fiyure 3. Screen l 

DATA INPUT MENU 

Reca 11 exi st i n':J data frorn fi I es 
Enter new data 
Exit proyram 

Move cursor to desired activity usins tt1e arruw keys. 

Fiyure 4. Screen 2 

liENt:KAL IIWUT 

Enter title for this ~rob1em sam~le beam ~rob1em 

Enter number of nodes 28 

Enter number of material sets 

Enter number of mu1tipoint constraints u 

Enter the spatial dimensions of tne ~roblem 

Enter a 2 for 2-d or a 3 for 3-d 2 

Fiyure 5. Screen 3 

ELEMENT TYPE INPUT 

Move cursor to the desired element ty~e, then enter tne total 
number of elements of tt1at type. When finished, move the 
cursor to "Continue". 

Spriny e1ements 
Truss e1ements 
l:leam elements 
8 node p1ate elements-2d # 2-d 8 node ~late elernents=~ 

8 node plate elements-3d 
16 node shell elements-3d 
Continue 
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Fi yure b. Screen 4 

NODAL COOKUINATE INPUT 

Se~arate in~ut entries with commas 

l U, l ,U, l u, l ,U,26,~ 
2 u •• ~.u.lu,.~.u,27,b 
3 U,U,U,lU,O,U,2~.~ 
4 l,l,O,l:l,l,U,24,b 
b l ,U,U,Y,U,U,2b,~ 

Node #- X1,Y1,Z1(,X2,Y2,l2, Node 2, Increment) 

Figure 7. Screen ~ 

NODAL CONSTKAINT INPUT 

8-35 

Enternodenumbers constrained ayainst motion, enter a null 
line to continue. 

X direction dis~lacement constraint 
l , 3, l 

Y direction dis~lacement constraint 
1,3,1 

l~ode l (, Node 2, Incrernent) 

Fi yure ~. Screen ti 

2-U ~ NOUE ELEMENT CUNNECTIVITY INPUT 

Number e l ement nodes counterc l ockwi se, corner nodes, then s i de 
nodes. 

Sef!a rate ent ri es by cornmas 

l ,3,8,6,2,b,7,4,~.~ 

Element#- Nadel, Node2, ••• , l~ode8, (#Elements, Increment) 
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Fiyure Y. Screen 7 

MATEKIAL SET #1 INPUT 

IV!aterial 1-'rof)erties ( )=lr·ansverse lsutrOf!j 
E (l) Youny's modulus EnterE (l) 1.2e4 
G (12) Snear modulus Enter G (12) 5e4 
(E(2)) 
(Nu 12) Poisson's ratio 
(Nu 23) 
Kho - Mass/Vulume l.e-6 
Plane strain(=U)/stress(=l) Enter u or l 1 
User SUpf!lied material matrix 
Continue input - Material tJrOf!erties correct 

Geometrie Prof.Jerties - ( )=Frame element, [ ]=Cl Node element 
Area LThicknessj Enter value l 
( Iy) 
(Iz) Moments ot inertia 
(J) 
(Py) Shear correction tactors 
(Pz) lJefault=l 
Contiue - t11aterial set values currect 

Fiyure lU. Screen Cl 

ANALYSIS MENU 

Move cursor to desired activity 

lJynamic analysis only - No force data 
Static or lJynamic analysis - Static force data 
Transient or Dynamic analysis - Transient force data 
Any analysis - Static and Transient force data 

This menu determines whict1 force data files to create. For 
examf)le, choosiny to create only a static force fi le allows 
the proyram to perform either a staic ana1ysis or a dynamic 
analysis with existiny data. 
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Fi~ure 11. Screen ~ 

TKANSIENT ANALYSIS - GENEKAL UATA 

Enter number of time ste~s ~0 

Enter time interval of each step 1.35e-4 

Enter number of i nterva 1 s for output 5 

Enter number of nodes at which are out~ut (max=1~) 3 

Fi~ure 1L. Screen 1U 

INITIAL VALUE ANO FORCING FUNCTION OATA 

Move cursor to a~pro~riate 1ine and enter correspondiny va1ue 

Number initia1 disp1acements 
Number initia1 velocities 
Number initia1 acce1erations 
Number periodic 1ibrary forces 
Number nonperiodic 1ibrary forces 
Number user supp1ied forces Enter # forces 20 
Continue input 

Fi~ure 13. Screen 11 

Enter the first time interval 
printed 

tor which resu1ts are to be 
1 

Enter the fifth time i nterva 1 for whi eh resu lts are to be 
printed ~u 

Figure 14. Screen 12 

Enter the first node number for which results are to be 
printed for each interva1 5 

Enter the third node number for which resu1ts are to be 
pri nted for each i nterva 1 18 
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Fi~ure lt>. Screen 13 

USER SUPPLIED FORCE NUMßER l 

Enter node where force is a~~lied 4 

Enter direction (1-6) in which force acts 2 

Enter time, force 
U,2~ Another (y or n) 1 
1,2t> 

User su~~ I i ed torce number I~ 

Enter direction ( 1-6) in which force acts 2 

Enter time, force 
u.~u Anot11er (y or n) '? 
1,!:i0 Another (y or n) ? 

Fiyure 16. Screen 14 

ELEMENT MESH DATA OUTPUT MENU 

j 

n 

Move the cursor to the desired activity usin~ the arrow keys, 
then press <RETURN> 

Print out in~ut data - to screen or ~rinter 
Plot finite element mesh to screen 
Continue pro~ram execution 

Figure 17. Screen l!:i 

EXECUTIUI~ MENU 

Move cursor to desired activity 

Continue execution - ~erform dynamic analysis 
Continue execution - ~erform static anaiJSis 
Continue execution - ~erform transient analysis 
Halt execution - save data 
Halt execution - no data saved 
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~iyure lH. Screen lb 

ELEMENT MESH KESULTS MENU 

Move the cursor to the desired activity usiny the arrow keys, 
then press <KETURN> 

Print out in~ut data - to screen or ~rinter 
Print out results only - to screen or printer 
Print out specific node and element information 
Plot proportional finite element mesh to screen 
Exit proyram 
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DEVELOPMENT OF HARDWARE AND SOF"'WARE FOR MACHINE CONTROL 
APPLICATIONS 

G D Alford BSc( Bons) DLC( Hons) CEng MRAcS 

Teesside Polytechnic, Cleveland, U.K. 

SUMMARY 

The author has produced a nurober of programs for COntrolling a 
variety of machines, including machine-tools and industrial 
robots. several different microcomputers have been employed in 
writing this software, usually in machine code in order to:-

make the program transportable 
allow faster speed of operation 

and reduce the cost of the final system. 

However in using machine code, particularly in the teaching 
situation, systems have to be developed to:-

make the process more user-friendly 
give good testing and editing facilities 
reduce the development time 

and prepare appropriate firmware. 

This paper describes the methods employed in developing such 
systems and summarizes:-

actual machine control applications 
software aids employed 
ancillary hardware produced 

and necessary interfaces involved. 

INTRODUCTION 

For several years now the Department of Mechanical Engineeering 
at Teesside Polytechnic has been involved in the use of 
microprocessor systems for general computing, control of 
machines and data acquisition. such systems form the basis of 
many of our new courses from Technician to Masters level, 
students are introduced to these systems through formal 
teaching,laboratory involvement and project work. 
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In several applications it is necessary to employ machine ~~e 
to get a suitable speed of response from the program. Thus the 
use of assembler and hexadecimal code is included in the 
teaching process. Simple programs are introduced for employing 
input and ouput ports, to read sensors and transducers, 
si.Jnulate systems with LEDs, and control cylinders and motors. 
In project work students are given opportunity to develop these 
ideas in real systems such as:-

conversion of machine tools to computer control 
design and development of industrial robots 
data acquisition and processing. 

over this period many developments have taken place in software 
and hardware. The history of these changes is now considered, 
relating particularly to machine-control applications. 

Acorn System I 
Figure 1 shows the layout of this simple microcomputer which 
has been used for machine control applications. As originally 
purchased it consists of two Eurocards, one containing the 6502 
microprocessor, ROM, RAM, I/0 unit and EPROM socket and the 
other hexadecimal keyboard, simple 7-segment display and 
cassette interface. The unit has been built into a case to 
include digital input switches, LEO displays and standard 
sockets for three 8-bit ports, together withspace for 
additional RAM or EPROM boards. 

The unit forms a very simple system for teaching machine code 
at a basic level; the operating program provides 
Straightforward debugging facilities for display of the 
registers at any stage. For longer programs, typically 
required for machine control, the use of this system becomes 
rather laborious and time-consuming. A disassembler was 
developed to aid the debugging process. Programs fed into this 
process can be sorted out automatically into single, double and 
triple byte instructions and printed out in the form:-

address instruction 
0020 80 20 09 
0023 A9 00 
0025 80 21 09 
0028 AD 21 09 
BR28 30 FB branch to location 28 
ER?? A3 error encountered here 
002E 40 A3 not in instruction 
002F' 80 20 09 set. 
0032 60 
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Though not infallable, this utility can be used to pick out 
obvious errors and check branches which are a COIIIIIOn source of 
problems. In addition it can be employed simply to list the 
program or data bytes on a printer in a choice of formats, 
such as:-

16 bytes per line: ADRS BOBlB2B3 B4B5B6B7 B8B9BABB BC'BDBEBF 

5 bytes of data per line: ADRS BO Bl B2 83 B4 

The computer is extremely portable and can be powered from 
mains or battery sources. This makes it ideally suited to 

on-board mobile robot applications, such as McK-9, developed as 
a student project. This robot is equipped with two model servo 
motors, one controlling speed and the other direction. In the 
learn mode the microcomputer reads the control over a given 
route. These signals are then reproduced by the computer in 
the repeat mode. Figure 2 shows the layout of this system. 

other robots such as Robertson ( 1) and Hydair are controlled by 
this unit. Robertson uses stepping motors for its main joints 
with model servos for the band and gripper. It has no 
positional feedback but, is programmed for joint interpolation. 
Hydair is powered by air cylinders each of whieh has a crude 
speed contorl system in the form of a closed-circuit hydraulic 
cylinder as shown in Figure 3. Three 8-bit parts are needed to 
control this machine, one for speed control, one for 
directional power and the other for reading 8-bit absolute 
encoders. 

Figure 4 shows the interface required for this unit. The logic 
components are used to economise on ports, using the speed and 
direction inputs efficiently. The decoder is used to select 
which encoder is to be readz only one is powered at any time. 
SOlid state relays are used to switch the 240 v AC supplies for 
15 solenoid valves controlling air and hydraulic cylinders. 

The computer is equipped with cassette tape storage facilities, 
but for larger programs, such as required for these robots, 
SOlle means of developing finaware is desirable. A particularly 
useful aid in this is an EPROM emulator or Instant ROM device. 
This is a CX>S ~ry with battery back-up ( literally, as the 
battery is built on to the back of the chip). When connected 
externally to the read/write line of the caaputer and plugged 
into an EPROM socket the unit behaves as a RAM chip, but 
rewaoving this line, as a ROM. 'l'he battery retains the program 
over a 3-4 month period. 'l'he program is easily debugged in this 
device and when correct is si.Japly transferred to an EPRJM in an 
appropriate machine. 
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The development of a long complex program on this computer does 
demand considerable concentration and dedication. The unit is 
obviously limited by its single memory display. other simple 
Computers such as SOfty overcome this with a multiple memory 
display on a monitor screen. However, in practical terms, this 
computer has not been reliable in cassette storage and its 
instruction set is rather slow for machine control. 

Acorn Atom 
TO develop longer programs, a more complex computer was 
required possessing an assembler to convert from mnemonic to 
machine code automatically. The Atom was one of the first 
low-cost computers to appear with this facility. The 
Department purchased a number of these machines primarily 

for machine-code teaching but the BASIC and graphics was 
considered a useful bonus. The early machines had a poor 
keyboard and non-standard BASIC but generally fulfilled their 
purpose Special input/output units were produced ( Figure 5.1) 
having similar D-socket connections to the System I. Thus 
demonstration hardware was interchangeable between the two 
systems. 

Various additional interfaces have been developed to plug 
directly into the input/output units. Figure 6.1 shows a set 
of reed relays for switching up to 240 V AC/DC, typically used 
with solenoid valves. Figure 6.2 shows a decoder that can be 
used to drive up to 4 stepping motors from one 8-bit port: The 
motors can be driven in single or double-coil mode with this 
device. TWo separate sets of 8 power amplifiers ( Figure 6. 3 ) 
can be plugged into this decoder; alternatively, one or both 
sets could be plugged directly into the inputjoutput unit. 
Figure 6.4 shows a large-scale analogue-to-digital or 
digital-to-analogue converter. This can be used alone for 
teaching the principles involved or in conjunction with a 
separate proportional control unit ( Figure 6. 5) to demoostrate 
motor speed control and servo applications. 

Addition Atoms were purchased later with Smart Arms 6E robots. 
These robots have six model servo motors whose position is 
determined by pulse-width control, see Figure 7. Theoretically 
it is possible to control up to 10 such motors directly with a 
single microcomputer by servicing the pulse output to one port 
bit every 20 ms. In practice a separate interface, Figure 8, is 
used to look after the regular supply of pulses to the six 
motors. 'l'he ~er si.llply Updates the positions in RM from 
ti.at to time and is otherwise used to perform other functions 
to read learning instructions or, in the repeat mode, set input 
and output controls from the robot to a model machining cell, 
for instance. 
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The original smart Azms ha.d an operating system loaded from 
cassette tape taxing about 5 minutes. Again the value of 
firmware was noted lea.ding to this and subsequent models being 
equipped with the program on EPROM. 

BBC Microcomputer 
Developed from the Atom, the BBC units offer many a.dvances over 
its elder brother including:-

Standard and greatly extended BASIC 
wide variety of input/output channels 
better graphics facilities with colour 
long variable names 
analogue inputs 
better assembler and ma.chine code system 
sideways ROMs 

All of these facilities make it more user-friendly and 
versatile in machine-control applications. Machine code can 
either be taught directly with screen memory facilities using 
the EXMON sideways ROM or through the assemb~er system. 

The Department has again ma.de modest inves~ntL in purchasing 
several of these computers. To maintain ~tibility of 
input/output facilities, special units have ~n produced with 
our standard D-sockets. The first of these, see Figure 5.2 is 
similar to that for the Atom, running straight from the 6522 
VIA. HoWever, in this case only one 8-bit user port is 
available for input and output. The other port is normally 
connected to the printer and buffered before the socket outlet: 
this port must always be used as an output. Another 
input;output device, see Figure 5.3 has now been developed to 
run off the l MilZ bus. This has its own 8154 I/0 chip on board 
and provides two additional 8-bit I/0 ports. other interfaces 
have also been produced to utilize the analogue channels, see 
reference 2. 

St.ple Controllers 
Because of its versatility it is both impractical and wasteful 
to penanently tie up one BBC machine to a smal.l robot. Ideally 
each robot or machine should be driven by its own simple, but 
dedicated, microprocessor controller, similar to the original 
Acorn System I described above, with the operating program in 
machine code held in firmware; see reference 3 for instance. 
The problem is now to produce a syste. to allow development of 
the machine-code program on a coaputer like the BBC machine and 
then transfer this into firmware for use on the simple 
controller. 

Another Cambridge firlll, Control universal, produce Special 
systftiS to perform this function. A nUIIIber of their CUBIT low 
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cost controllers have been purchased by our Department. These 
are on a single Eurocard containing a 6502 microprocessor, 
4K byte RAH, 4K byte ROM, and 20 I/0 channels. To produce an 
EPROM to control this card a special device working from the 
1MHz bus of the BBC has been invented. Being Mechanical 
Engineers, this has been christened a "RAM-ROM pump" and allows 
transfer of liiiE!IDOry to and from an EPROM Emulator a page at a 
ti.Jae. Page selection is, of course, performed mechanically 
using a rotary switch ( see Figure 9) • 

At this point, it should be noted that the CUBIT card does not 
contain any operating system and thus the machine controlling 
prograJD must provide all the essential features for reset, 
break, interrupts and start-up. To assist in these functions 
and also provide additional simpler computers for teaching, a 
special :Keyboard and display unit ( Figure 10) has been 
developed. 'l'his provides the following useful functions on a 
-..enu basis, the selection being made on the edge switch. (See 

Table 1. 

Menu 
no. 

111 

2 

4 
5 
6 
7 
8 
9 
A 
B 
c 
D 
E 
F 

Byte display 
left • rig i 

AC 
XR 
PP 
SP 
DY 
DA 
DP 
DP 
NP 
IP 
AP 
BP 
CP 
DL 
DL 
DL 

i p~ 
\vR 
'fL 
SL 
DZ 
DX 
DL 
DL 

~~J AL 
BL 
CL 

DP} DP 
DP 

CUBIT KEYBOARD/DISPLAY 

Hex.kev action Go kev action 

} 
not acti ve 1 

for 
registers 

go from APAL 

from left to right 
as four keys are 

both bytes altered I 

pressed, del av ----+- i nsert tempor ary 
controls repeat break at DPDL 

DA only changed 
by two entries 

_j 
go from BPBL 
go from CPCL 
decrement DPDL 
increment DPDL 
move memorv length 
DA from IPIL to NPNL 

A si.lllple operating system to perfoz:m these functions has been 
produced which has a flow chart as shown in Figure 11. 

P'Utuxe DeveJ..opants 
Anotber llethod, now available, of transferring prograiiiS and 
data f:roa tbe BBC caaputer is to use a device such as the BEEBEX 
unit wbicb also works f:roa tbe 1 Milz bus and provides a possible 
ezpansion of up to 2 Mbytes on tbe Di!tDOry map. SOCkets are 
p:rovi.ded to take Standard Eurocards such as tbe CUBIT 
oontroller, ADC and DAC units, C10S Di!tDOry cards, digital 
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input/output units, etc.. These devices are currently being 
developed to form a separate rack unit to be used as a general 
purpose facility (Figure 12). 
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PRO GO -IRQ-{ IP IL) 

MENU PROGRAM 

Fig.ll Operating System 
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Fig.12 Rack System 
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FLAPS - A FATIGUE LABORATORY APPLICATIONS PACKAGE 

S Dharmavasan, D R Broome, M Lugg, W D Dover 

University College London 

INTRODUCTION 

FLAPS is a software tool for performing automated crack growth 
tests on components, inspection and crack monitoring in 
addition to the normal signal generation and data acquisition 
tasks. It is designed to provide engineers and materials 
scientists with a friendly and easy to use environment within 
which they can concentrate on their specific problems without 
having to write specialised computer programs. 

Using FLAPS the sequence and operations to be carried out in a 
computer controlled test, namely signal generation, data 
acquisition, logical decisions etc may be set up, without the 
user having to write a single line of computer code. The set 
up is done by drawing a block diagram of the process on the 
computer screen. Once the sequence of operations is defined, 
the test design may be stored and executed repeatedly. 

During the course of an experiment it will be necessary to 
record several pieces of information. The program uses up to 
four datafiles for storage of results. The structure of the 
datafiles and the information to be stored is designed by 
specifying the storage locations for the data on the video 
terminal. As the storage format defines the screen layout, 
printed results also take the same form. This allows the user 
to customise the output. 

Once the experiment has been concluded, it is normally 
necessary to reduce the recorded results, re-calculate other 
parameters etc. The post-processing phase of FLAPS allows the 
user to selectively edit, reduce and re-calculate the results 
obtained. As the data is stored in the datafiles in cell 
locations, it is possible to specify relationships between 
different cells. This feature is similar to an electronic 
spreadsheet. Graphics are an integral part of the whole 
program. 
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Post-process of Test Results 
The logged data from the run phase may now be displayed in 
either tabular or graphical form. Several fatigue specific 
calculations may also be performed automatically and the 
results plotted. 

USER INTERFACE 

One of the requirements for this program was that users of 
several levels of sophistication should be able to work with 
it. Therefore, it was essential for the program to be easy to 
use and that the learning period associated with the program 
should be short. One final requirement was that there should 
be substantial error checking to prevent data input errors 
causing expensive darnage during the course of a test. 

The user interface is implemented through a cursor addressable 
terminal. The screen is normally split into five windows, as 
shown in Figure 2, each of which has specific information 
related to it. This structure was chosen to aid the rapid 
assimilation and presentation of data. 

The functions of the boxes or windows are as follows: 

(a) Program location: Displays the current position of the 
user within FLAPS. 

(b) Menu/Forms: This box displays the menu of choices for 
selection or a form for information required by a process 
to be entered. For instance, in the case of a constant 
amplitude sine loading the values for maximum load, 
minimum load, frequency, nurober of cycles etc can be 
filled by using a form type structure. Examples of menus 
and forms are shown in Figure 3. 

(c) Help/Graphics/Calculator: This window is used to display 
information about the program at a specific point, provide 
some limited graphics and also draw the numeric keypad and 
display of results in the calculator mode. 

(d) Instruction: Instructions at a particular point in the 
program are displayed in this box. 

(e) Messages: Both error and system status messages are 
displayed in this window. 
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SYSTEM ARCHITECTURE 

FLAPS is divided into three main phases which correspond to 
the main logical phases in an experimental test programme. They 
are: 

(a) Design of test 
(b) Running of test 
(c) Post process of test results and reporting 

This structure is shown schematically in Figure 1. 

Figure 1: FLAPS System architecture 

Design of Test 
This phase allows the user to select from the different types 
of signal generation, data acquisition and other control 
functions. The data required for these functions is also input 
at this stage. This data is then stored in a CONTROL file 
which may be used several times or edited to modify some of the 
parameters for a slightly different test. 

Running of Test 
This phase interprets the data in the control file and executes 
the relevant real-time routines. Once the test is completed or 
halted for some reason the program reverts back to the design 
program. 
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EPROGRAM LOCATION 

BOX 2: MENUS 

FORMS 
l BOX 3: HELP 

CALCU!.ATOR 

GRAPHICS 

L.____ ___ IIL__ __ 
I~STi<UCTIONS BOX 5: MESSAGES 

Figure 2: Functions of the multiple screen windows 

S - Set ttp system 

D Design r~al-time process 

R - Run real-time process 

P - Post-process results 

G - Graphics 

H - Housekeeping 

Q - Qui t from FLAPS 

- Help 

* - Calculator 

(a) Example of a menu 

D/ A Channe 1 no ••• 

Mean load 

Amplitude 

Max. load 

Min. load 

Frequency 

No. of points ••.• 

Signal rneasurement 

Test period •••••• 

Feedback (Y /N) 

A/D Channe 1 no 

Sca le fac tor .•••. 

Error % •••••••••• 

( b) Example of a form 

Figure 3: Example of a Menu and Form 
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Extensive use is also made of the numeric keypad and the 
cursor control keys to input and edit data. 

An online help program which is context sensitive is also 
available to provide information about the particular part of 
the program currently in operation. 

In addition to these windows, under certain circumstances some 
other types of screens are also used. These are shown in 
Figure 4. The LOGFILE model specification provides a 
spreadsheet type screen for defining the locations for the 
logged data to be stored. The real-time process design is used 
to build up the sequences of the test and will be described 
later. In addition to these, graphics may also be displayed. 

~ 
~~~~~ 
[· ... ~ .. ··· I E:J 

I , ••••.• ~ ..... " •• 

ifg 
.... ~ ... -......... 

Figure 4: Some differernt types of screens used in FLAPS 

DESIGN OF A REAL-TIME PROCESS 

The Idea of Tasks 
A fatigue test normally consists of several separate 
operations. In a relatively simple case it could be composed 
of the following tasks: 
(a) signal generation for a specified length of time 
(b) data acquisition 
(c) termination of test if required number of cycles is 

reached or a critical value of crack depth is measured. 

FLAPS allows different types of tasks to be constructed and the 
definition of the sequence in which these tasks are to be 
performed. Each task is an individual type of operation. 

The major types of tasks supported by FLAPS are as follows: 
(a) Signal generation 
(b) Data acquisition 
(c) Manual data input 
(d) Timing operations 
(e) Counting operations 
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(f) Calculations 
It is also necessary to specify some logical decision making to 
allow re-direction of control during the course of a test. 

The task is specified by typing a task name, around which a 
task box is drawn. The information associated with the task is 
entered by invoking the relevant form. An example of a task 
which is a constant amplitude sine wave generation and the 
associated information and controls are shown in Figure 5. 

Cyc les < I 000 and 

Force = 5.30 ? 

Cycles > 10000 1 

D/ A Channe l no ••• 

Mean load Volts 

Amplitude 

Max. load 

Min. load 

Frequency 

No. of points •••• 

Feedback (Y/N) 

A/D Channe 1 no 

Scale factor ..••• 

Error % •••••••••• 

.Q_QQ__trQLJ. 

__ CQQ.tt2J ·-~ 

Figure 5: Details of information stored by a task 

Soecification of Controls 
The requirement for a general-purpose control program is that 
it is possible to specify certain logical controls, which 
allows the sequence to be re-directed along several paths 
depending on the answer to a question which could be either 
TRUE or FALSE. The format and the relationships possible are 
shown below: 
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An example for a sine wave generation would be as follows: 

and the final choice might look as follows: 

I Cycles woo 1 I 
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The appearance of the task box for the sine wave generation in 
the process block diagram before and after the control 
specification would be as follows: 

lsrNE wAvEI 

The F in the task box is connected to the task to which the 
control is to be transferred if the logical control is False. 
Similarly T is connected to the task to which control is to 
be passed if the logical question is True. 

Specification of the Control SeQuence 
The sequence of the tasks is defined by connecting the task 
boxes. This is shown schematically in Figure 6. The steps 
required to specify the control sequence would be as follows: 

(a) Name and specify task information (eg. SINE WAVE and 
parameterssuch as amplitude, mean value, frequency etc.) 

lsrNE WAvEI 

I MEASURE cRACK] 

lsTOP TEST! 
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(b) Specify controls (eg. Cycles > 1000 ?) 

SINE WAVE 

F 1 T 

F 2 T 

!STOP TEST! 

(c) Move cursor to the task and select as the first task to be 
performed. 

(d) Now move cursor to the task to which the control is to be 
transferred and select. This will now define the 
connection between the tasks and the sequence. The 
appearance of the block diagram after these operations are 
carried out is shown below. 

' SINE WAVE 

F 1 T 

r- F 2 T 

l MEASURE CRACK! 
.J Fl 1 IT~ 

----1 STOP TEST 
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Details of Signal Generation Tasks 
The following signal generation tasks are supported in the 
current version of FLAPS. They are: 
(a) Square wave generation 
(b) Sine wave generation 
(c) Ramp generation 
(d) Random signal generation: This is specified by defining a 

power spectral density. 
(e) Block loading: This a combination of several different 

types of signal generation. 
(f) Logic pulse output for driving stepping motors etc. 
(g) Digital to analogue conversion on single channel 
(h) Digital to analogue conversion on multiple channels 
(i) Logic channel output for control of relays etc. 

Details of Data Acqyisition Tasks 
The following data acquisition tasks are available: 
(a) Single channel analogue to digital conversion 
(b) Sequential channel analogue to digital conversion 
(c) Analogue to digital conversion on pre-selected channels 
(d) Peak monitor 
(e) Crack measurement using an alternating current or direct 

current potential drop technique and switching unit 
(f) Stepping motor controlled probe for potential drop crack 

measurement techniques. 
(g) Strain gauge measurements. 

Other Features 
Several other processes also exist to control the test in 
a pre-determined way. For example using a timer and a counter 
it is possible to run tests for specified lengths of time and 
repeat certain processes. 

DATABASE STRUCTURE 

The number and nature of results stored is totally dependent on 
the actual test. In order to overcome the problem of having to 
write customised data storage routines, a methodology for 
the user to specify the structure of his database is 
implemented. 

The datafile, called LOGFILE, is composed of two areas, one for 
static information such as probe sites, frequency of signal, 
test specimen number which do not change during the course of 
the test and the other for quantities that vary during the 
course of the experiment such as crack depths, temperature, 
number of cycles completed etc. The structure is shown 
schematically in Figure 7. 
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READER 

CONSTANTS 1 

2 
r-

3 

. 

. 
VARIABLES 1 

2 

3 

. 

. 
~ 

Figure 7: Structure of database 

The specification of the structure is carried out by assigning 
a cell location in a 52 x 2500 matrix, with each item of data 
to be stored. Obviously, the blank cells are not stored. The 
user accesses the cells, as in the case of commercial 
spreadsheet packages, by specifying a cell address, which is a 
combination of a column identifier and a row number (eg., A23, 
BB2345). 

The screen that is displayed as a matrix of cells is 
essentially a record of data at a particular time. During the 
course of a test there will be several records of data. It is 
important to realise that the amount of data stored is limited 
by the mass storage available. 

There 
stored 

are 
in 

follows: 

several 
this 

advantages in specifying the data to 
manner. Two of the main ones are 

be 
as 

(a) The same format used for storing the data may also be used 
to print out results. 

(b) As the results are pre-sorted into cells general purpose 
post-processing routines similar to spreadsheet type 
calculations may be performed. 
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EXECUTION OF TEST 
The execution of a test is carried out by a program written in 
assembly language. This program interprets the task 
information at the beginning of the test and then loads the 
relevant routines to carry out the real-time processes. 

POST-PROCESSING 

The use of a well defined data structure means that several 
general-purpose routines for analysis of the data may be 
constructed using simple spreadsheet type functions. In 
addition data may be selectively written to datafiles to be 
operated on by other analysis programs. This part of the 
program is currently under development. 

CONCLUSIONS 

A general purpose real-time control program has been developed. 
This program is extremely powerful in letting users set up a 
real-time process including the sequence of operations but is 
very easy to use. In conclusion two of the main features of 
the program described here are: 

(a) Ease of use: This is achieved by an intelligent screen 
handler. 

(b) Powerful and flexible: 
block diagrams to define 
totally user configurable. 

The use of the screen to draw 
the sequence makes the program 
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Some structures combine a requirement for a high degree of 
safety with the drawback of difficult structural analysis. 
An example which may be cited is a prestressed concrete 
pressure vessel for a nuclear reactor, and it is now some 
23 years since this problern was first tackled. Hethods of 
linear analysis were developed, principally by Dynamic 
Relaxation and Finite Elements. It was also essential to 
establish an adequate safety factor for the vessel, and that 
was met by making and testing a scale model. This proved 
to be expensive and time consuming; it could also lead to 
uncertainty if the full size vessel had to differ from the 
model. 

In these circuostances the author attempted to develop a 
method of structural analysis which could reproduce the 
behaviour of the vessel up tor andl beyolid the elastic limi t, 
almost to failure. This requirement has now become more 
common with the advent of limit state specifications. In 
general, the analysis will have to be applied several times 
to a series of improving designs: it must therefore be 
cheap. It must also be capable of computing stresses 
throughout the structure, to an acceptable accuracy, 
whatever its shape, and with non-linearity. 

Above all, the method of analysis and the programs which 
apply it ought to be so simple that the design engineer can 
readily visualise what is going on. Kon-linear analysis by 
i ts nature is rather complex, and the resul ts not always 
easy to forecast. Unless the engineer remains closely asso
ciated with the analysis and completely in control there is 
a risk of unperceived errors. The author~ experience in 
this field has left a strong preference for an improved 
version of Dynamic Relaxation, which he calls l'V, applied on 
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a small micro-computer. The purpese of this paper is to 
provide an outline of PV, with its application to non
linearity. The small personal computer, which is much 
preferred to a main frame machine for its immediacy and 
amazing economy, may be exemplified by the author's four
year old P~T. with 8-bit bytes, an available storage of 32k, 
and no disks. 

A major reversal from work with main fraoe computers is 
that the micro costs nothing to run, and can do so unattended. 
Hence speed of computation is not sighificant. But storage 
i s now vi tally imp~rtan t and the economy of storage wi th P V 
is one of i ts principal advar.tages. ~Ii th the PET, using 
in-core storage only, it is possible to compute 2,500 
unknowns, which is sufficient for most two-dimensional and 
axi-symmetric structures, but is on the small side for fully 
three-dimensional structures. Eowever a nodern 16-bit 
personal computer, such as the IBi': PC, would be able to 
handle all requirements in core. 

2. P.V. 

In PV the structure is treated as a continuum, divided into 
an array of blocks; consequently the method is not generally 
suitable for frameworks. The dirnensiena of the blocks rnay 
vary, subject to the geometrical requirement that the dirnen
sion must be constant across any row or column. All relev
ant stresses and deflections will be computed in each bleck, 
to which loads may also be applied. Hence the PV analysis 
can be as comprehensive as required, depending on how many 
blocks are chosen. :t'igure 1 shows a typical block in a 
plane stress (two dimensional) structure, with its parameters: 
axi-symmetrical (2t dimensional) and full three dimensional 
blocks are very similar to this, and u:ay be in \ihatever co
crdinate system is rnost convenient. 

It is well known that the basis of Dynamic Relaxation 
depends upon setting up finite difference equations relating 
stresses to loads and deflections to stresses, in each block. 
The equations are then solved by a process of successive 
approximation, which has a simple physical analogy. Consider 
each bleck in turn and using 1iewton's La.v calculate its 
acceleration due to the exter;,al loads. Choose a short 
time interval and hence determine the deflection of each 
bleck. liow re-examine each bleck and cornpute the stresses 
produced by the just deterrnined deflections. Then re
calculate the deflections due to the just caloulated stresses 
plus the loads, and so on. At every iteraticn when the 
accelerations are calculated include a viscous darnping, so 
that the Vibrations die down. 
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direct stresses in block. 
shear stress in block. 
veloci ties. 
deflections. 
loads (pressures) applied to block. 
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The deflections are always compatible with the stresses, 
and at every stage the external loads are in equilibrium 
with the internal stressesplus the inertia loads. When 
the Vibrations die down the inertia loads have vanished, and 
the computed stresses and deflections are the correct 
solution. In practise it is more convenient to work with 
stresses and velocities. Kote the great economy of storage 
because the parameters computed at each iteration ultimately 
become the required answers. 

The physical analogy of the vibrating structure has two 
benefits: firstly it enables the appropriate equations to 
be determined in a very simple manner: secondly it shows 
that PV can also be used to compute the behaviour of the 
structure during and after the application of loads. This 
dynamic response is particularly important when yielding 
occurs. A fuller explanation of the fore-going will be 
found in chapters 2 to 6 of reference 1. 

3. CONVERGE!:CE. 

~·er simplici ty in what follows a two-dimensional structure 
will be assumed, but more complex blocks are to be treated 
in an analogaus manner. In order to ensure efficient 
convergence the time interval and the damping must be well 
chosen, and this can be done very easily wi th FV. 

The time interval, TD, must not exceed :-

SQR (RC I EL I (1IXDIXD + 1IYDIYD) ) (1) 

where RO = mass density; EL = elastic modulus; and XD , 
YD are bleck dimensions. 

The viscous damping, KD = 1.6 * TD * CF ( 2) 

where CF = fundamental circular frequency of the structure, 
which can generally be estioated from the usual formulae. 
The number of iteraticns required for convergence will be 
about 10 I KD. 

In cases where the bleck dimensions are not constant, 
TD must be chosen to suit the smallest bleck, and fictitious 
densities can be applied very simply to maintain efficiency 
of convergence in the larger blocks. In order to do this 
G2 (see figure 2) should be multiplied in each bleck by 

SD I (1IXD/Y.D + 1IYDIYL) (3) 
where SD is the value of ( 1/lJJ/~ill + 1IYDIYD) for the small
est bleck. A similar expedient permi ts a different value 
of EL in every bleck, without loss of efficiency. 

In the past, using Dynamic Relaxation at arms length on 
a oain frame computer, i t rlas found difficul t to ensure 
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sufficient and efficient convergence. Considerable wasted 
expense occurred wifh overlong or abortive runs. The 
situation is entirely changed with the micro computer, which 
can display key parameters during the convergence, and which 
offers the possibility of interactive working. It is 
convenient to choose a velocity where the largest deflection 
is expected to occur: this velocity is displayed, tagether 
with the iteration number, current value of KD, and an error 
signal. A graph of the selected velocity is also presented 
on the screen. 

The error signal is simply the sign of the selected 
velocity multiplied by the sign of its last increment. 
The last 12 iterationswill be displayed simultaneously, 
and experience has shown that there should be between 3 and 
7 negative error signals on the screen: if there are fewer 
than this then the damping should be reduced, and vice 
versa. To do this it is only necessary to press the D key, 
and the iterationswill stop the next time round for the 
new value of KD to be input. Adequacy of convergence can 
be determined from the velocities. If none of these are 
greater than 0.2 ins/sec then the stress errors are less 
than )üpsi in steel, or 6 psi in concrete. These figures 
are considered acceptable. rfuen the displayed velocity 
is oscillating about zero, with excursions of less than 
0.2 ins/sec, or 5 mm/sec, then the V key should be pressed. 
All the velocities will then be displayed, and if these are 
satisfactory the results may be output to screen or printer. 

4. BOUNDARY BLOCKS. 

PV incorporates a fuller treatment of boundaries than was 
included in the first Dynamic Relaxation programs, and this 
results from determining the appropriate equations for every 
possible shape of boundary block. Each such bleck is given 
a code number, and this array of code numbers, tagether with 
the block dimensions, is input to the computer and provides 
a complete description of the structure. During the iter
ations the correct equations will be applied in each block, 
hence structures of complex shape can be analysed accurately. 

As seen in figure 1, deflections are calculated at top and 
left edges of the block. In order to calculate deflections 
at bottom and right edges of the structure, it is convenient 
to introduce dummy blocks, in which all the parameters are 
zero except for one velocity. A zero bleck in which all 
the parameters are zero can be used to fill out the array 
where there is no structure, and to provide a fixed point 
of support. 

lt will also be seen from figure 1 that the shear is comp
uted at the corner of a stress block, so that the shear 
block occupies four quadrants of adjacent stress blocks. 
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At open boundaries and at salient corners it is assumed that 
there is no shear in the half blocks adjacent to the bound
aries; this gives accurate results and simple equations. 
But there is a significant shear immediately adjacent to a 
re-entrant corner, which cannot be neglected. It has been 
found best to compute this shear in the normal way as in any 
solid bleck, and to apply this in full when computing 
velocities in adjacent blocks, even though on a boundary. 

A two-dimensional boundary bleck is shown in figure 2, 
with its optional boundaries, which include a re-entrant 
cor.ner. The derivation of a velocity equation is given, 
to illustrate the previous paragraph. The equation for 
calculating the shear stress is also shown. It will be 
noted that the derivation of the equations is elementary, 
and all the equations are very simple. Note also that 
velocities, deflections and stresses are computed increment
ally, which is necessary when yielding occurs. 

The validity of the above treatment of boundaries has 
been shown, inter alia, by computing the stresses in an 
infinite plate with a circular hole in the centre, loaded 
uniaxially. The boundary of the hole was simulated by an 
array of reetangular boundary blocks, and the results 
showed 95% accuracy over 9~ of the plate, although this 
procrustean representation of polar co-ordinates by Cartes
ian ones was probably more extreme than in any structure 
likely to be met in practice. 

The boundary bleck concept is very versatile; it permits 
for instance the accurate representation of folds in a 
folded plate, so that such a struct~re as a box girder can 
be analysed throughout webs, flanges and cross-diaphragm. 
Also special blocks have been derived with curvilinear Co
ordinates, so that dome-like structures can be analysed 
efficiently and accurately. A full treatment of boundary 
blocks in two-dimensional, axi-symmetric and three-dimens
ional structures will be found in volumes 1, 3 and 4 of 
reference 1. 

5. CRACKS. 

A continuum structure exhibiting non-linearity will often 
consist of concrete or masonry, sometimes reinforced or 
prestressed with steel. There are three possible causes 
of non-linearity, andin order of importance they are 
cracking, yielding of steel and multi-axial yielding of 
concrete or masonry in compression. In real life the loads 
will be applied in stages, and cracks will extend during 
this process: the compatible crack system must be establish
ed for each load stage. 
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It can readily be shown that Ua = G1 * Ub + G2 * X (4) 

where Ua = velocity after iteration 
Ub = velocity before iteration 

G1 = (1-KDI2)/ (1+KDI2) 

J Q X = force in direction of veloci ty I j G2 = TD (1+KDI2) I RO 

I ~ volume of block 

YDI2 
i Velocity Block for W. 

T 

rc _ c~+1)_ .,.. 

Force in direction of W = ( Q - C(I+1)) • XD + T * YD 

Volume of block = XD * YDI2 

Hence X= 2 * ((Q- C(I+1)) I YD + T I XD) 

The value of Ta = Tb + G4 * X 

where G4 = EL • TD I ( 1 + P 0 ) I 2 

and x = (u(I-1) - u) I YD + (W(J-1) - w) I XD 

( 5) 

( 6) 

(7) 

Note that G1, G2 and G4 are constants which can be calculated 
once before the iterations commence. But the X's must be 
recalculated in each block at each iteration. 
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In order to represent each major crack correctly, PV intro
duces two new boundaries, forming the sides of the crack. 
It is assumed that the cracks follow block boundaries, and 
hence the width of the crack can be computed: it is also 
assumed that the tip of the crack is at a block corner. It 
is difficult to determine crack extension by looking at the 
stresses ahead of the tip, because it is a singularity and 
the material has started to yield. But the author has found 
that a reliable and simple criterion is the crack opening 
displacement. For the case of high-strength small-aggregate 
concrete, as used in models, the author has found that the 
crack should be extended when the nominal angle subtended at 
the tip exceeds 1.2 milliradians. 

A great advantage of PV is that insertion and extension 
of each crack can be implemented merely by altering the 
array of code numbers, thus maintaining accuracy without any 
trouble: there is no stiffness matrix to be changed. The 
path of the crack is assumed by the engineer and applied to 
the computation by the choice of code numbers: the computed 
widths of the crack provide evidence as to whether the ass
umed path was correct. If not, the crack may be extended 
in the indicated direction for the next load increment. 

Aggregate interlock is an important phenomenon that 
should be included in the analysis. If it is assumed that 
the interlocking facets lie at an average angle of 45" to 
the general line of the cracL, then i t will be seenthat a 
free motion equal to + or - the width of the crack can occur 
before any shear stress is mobilised. When computing the 
shear strain it is only necessaryto deduct the crack width 
from the displacements along the crack (see figure 2 for 
shear equation). This produces remarkably accurate results. 

Because the crack widths are conputed at each iteration 
it is also a sinple matter to deal with cracks which close. 
A comprehensive treatment of all these matters will be found 
in chapters 21 to 26 of reference 1. A comparison between 
experimental results from a cracked, prestressed and rein
forced concrete beam and a PV analysis is shown in figure 3. 
These results were computed by program PV1B7, which is 
supplied with reference 1. 

6. DYXAEIC LCADS. 

As already explained in section 2 the iterative procedure of 
PV in fact represents the time-response of the structure to 
loads: if we are only interested in the final static result 
we apply optimum damping to bring the structure to rest as 
soon as possible. Eut if the response is to be examined in 
detail it is merely necessary to change the damping to what 
is actually present in the structure, and to print out the 
required parameters at appropriate intervals. 
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The figure shows half an experimental beam, 4 ins wide, which 
was supported as shown and prestressed by a constant force of 
36500 lbs at H. Known deflections were applied at V, causing a 
crack to grow from the crack starter at S, in six stages from 
the onset of cracking (stage A) almost to failure (stage F). 

The course of the experimental crack is shown on the figure with 
the position of the tip at each stage (A etc). The course of 
the crack as computed by PV is also shown with the position of 
the tip (A' etc). 

At each stage the reaction at the Support was measured, and also 
the central deflection. The measured values are compared with 
the computed values in the following table. Note that aggregate 
interlock and reinforced concrete played significant parts ~n 
the experiment and were computed satisfactorily by PV. 

Load Load Reaction Error Cent. Defln. Error 
Stage Defln. Exp. PV % Exp. PV % 

A .023 2290 2320 1 .030 .0293 -2 

B .0262 2320 2410 4 .0337 .0332 -1 

c .0294 2360 2490 5 .0375 .0369 -2 

D .0326 2390 2570 7 .0412 .0410 -1 

E .043 2480 2730 10 .0533 .0537 1 

F .0686 2600 3050 17 .0831 .0865 4 
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Generally speaking the application of dynamic loads will 
occur over some extended period as with earthquakes or wind 
loading. As the i terations of I' V succeed each other at a 
constant time interval, ~D. it is easy to insert suitable 
algori tluns in the main i teration loop which l>Iill add increm
ents of load to the structure, in accordance ~li th the load 
time-history. ·rhe application of these technicues to 
elastic and to elastic-plastic structures forms the subject 
of chapters 36 to 39 of reference 1. 

7. YIELDIEG. 

Yielding in steel reinforcement bars or tendons can be comp
uted very easily indeed, as it is uni-axial, but multi-axial 
yielding of concrete or masonry in compression provides a 
problern in computation, which PV is well suited to solve. 
The techniques explained in section 6 can be used to provide 
a picture of the stresses in each block during and after the 
application of the load. Then it is only necessary to 
choose sone suitable constitutive law for concrete or masonry 
yielding, and to apply it to each block, in order to deter
mine modified elastic parameters, apprcpriate to the stresses 
in that block at that instant. 

A suitable constitutive law for concrete has been publish
ed by Professor Zienkewicz in reference 2. This states 
that the bulk modulus K remains at i ts normal elastic value, 
while the shear modulus G is a function of the secend stress 
invariant J2. As PV calculates incrementally, it naturally 
accepts these tangent moduli. In order to calculate J2 at 
the centre of each block, values of T are averaged from the 
four corners. G is then calculated as a function of J2, 
and this is shown in figure 4, where SQR(J2)/cylinder stren
gth is plotted against G/GO; GO is the normal elastic value 
of G. Hence modified values of the elastic modulus and 
Poisson's ratio can be calculated and applied in each block. 

In pracice tr~s routine works perfectly, and it is only 
necessary to compute modified elastic constants at intervals 
of ten iterations or so. But a slight problern also emerges 
because it is obviously necessary to apply the load gradually 
i.e. by an increment in each of the first 100 iterations, 
say. The problern is that the correct time interval for 
stabili ty - see section 3 - \vill be something of the order 
of 2E-6 secs; in thi s case 100 i terations will be equal to 
2E-4 secs. ~vidently the application of the load in such 
a short time is tantamount to a violent impact, and the 
resulting stresses and deflections will be very great. 
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In this situaticn we can make use of fictitious densities 
- see section 3. If we arbi trarily increase :tW by a factor 
of 1E8, we can see frcm equation 1 that the tioe interval 
will be increased to 2E-2 secs, and now if we apply the load 
over 100 iterations, the loading period is 2 secs, which is 
reasonable. The use of these techniques is covered in 
chapters 58 to 60 of reference 1, and program PV2B4 which is 
supplied with reference 1 will produce the results shovm in 
figure 4. They compare the strains cooputed by PV wi th 
experimental measurements of axial strains in ebnerate 
cylinders, which were subjected to uniform inward pressure, 
while the axial load was increased in stages. Four 
typical experimental curves are shown in figure 4, derived 
from two sets of experiments which used different concretes. 

8. CCNCLUSICNS. 

It has been shown that the basic idea of PV is extremely 
simple, and figure 2 demonstrated that the derivation of the 
necessary equations is elementary. Because the solution is 
by repeated i terations, in each of which veloci ties and then 
stresses are computed in each bleck, it follows that the 
programs to apply PV are short and simple; they consist in 
the main of loops. l•ioreover, because eF..ch program contains 
all the relevant boundary equations, they are sufficiently 
versatile to analyse structures of any shape. 

This versatility of PV has also been shown to axtend over 
structures in 2, ~- or 3 dimensions., in cartesian or polar 
co-ordinates, cracked or not, yielding or not, with steady 
or dynamic loads; also including folded plate structures 
and curvilinear co-ordinates. In addition PV can also be 
used to establish temperature distribution, either steady or 
not, with the resulting thermal stresses. 

The economy of storage with PV has been shown to allow 
serious analysis of full-scale complex structures (2,500 
unknowns) with a personal micro-computer. Typically, a 
prestressed concrete pressure vessel for a nuclear reactor, 
with an electrical outp}lt of 600 HW, has been analysed in 
sufficient detail to meet the requirements of the British 
Standard Specification. This analysis was performed on the 
author' s PET and is included in reference 1. Analysing an 
axi-symmetric structure with 250 nodes, it was found that 
PV :cequires only 1/5 as much storage as Ji'ini te Elements. 

1. Structural Analysis wi th a ~licro-computer using 
Dynamic Relaxation. Ian Davidson. 9, Dale Lane, 
Appl eton. Warrington. vTA4 3D X. 

2. Phillips and Zienkiewicz. F. E. non-linear analysis 
of concrete structures. Proc. Inst. C. 1::. 2/61 Kar. 
1976. p. 72. 
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PECI - CALCUIATION OF BUII.DING STRUCTURES 

s.s. Kalmus 

Centro de Informatica - FAAP - S. Paulo - Brasil 

I. INTRODUCTION 

The PECI07 System is a programme which purpese is the complete 
calculation of building structures of any geanetry, and any 
number of floors, regardless of floor repetitions or 
transitions. 

The current version PECI07, sol ves the beam-column 
structural system, starting fran direct loads on the beams, 
the slab reactions, the mansonry load and other loads that may 
have an influence on the beams. 

The results are moments, shear forces, reciprocal 
reactions of beams, with values on the project scale, that is 
1: 50 ( on the printer, too) and the reciprocal reactions on the 
columns. 

The data input is done in a simple interactive way. At 
this apportuni ty a series of predictable errors are detected. 
The final data-assurance and necessary corrections are done by 
other modules of the system. 

After designing the structure (beams, colurrns) and 
preparing the loads on the beams, the joints (not columns) 
must be nunbered for defini tion of the reciprocal reactions; 
this numbering must follow the highest nunbered column. 

After putting the beams in correct order ( see fig 1) of 
calculation, we prepare a wori<sheet ( see fig 2) or, wi th 
li ttle practice, put i t directly in the microcomputer. 
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II. WHAT IS NEEDED 

1) A ccmputer wi th 48kb of RAM memory wi th one or two disk 
drives. 
2) A programne disk. 
3) At least two empty disks-5 1/4". This will be enough to 
start wi th, but probably a greater number will be needed, 
your planning will determine. 
4) A 132 character printer (in direct or condensed form). 

III. THE SYSTEM MENU 

1) Data Input 
2) Data Assurance 
3) Data Cerreetion 
4) Execution/Output 
5) End (finalization) 

Data Input 
If you select in MASTER MENU -1) Data Input, a succession 
of questions that define the structure will be shown in a 
clear interactive form; questions as: number of slabs, the 
highest colurm-number, number of beams for each storey, spans, 
loads, inertias, etc. 

Finally this module asks if we want to accUIID.llate 
loads on the columns, if for any reason we have "nm" 
slabs already, and now we want to continue wi th another 
or we want to define loads for future construction. 

other 
upper 
"rt.m" 

In the event of the existence of symmetry in the 
structure a ccmnand called 1 GENERATION 1 can accurnulate loads 
on the columns or the loads defined by the column-number may 
be acctmllated on another column. 



www.manaraa.com

9-19 

Data Assurance 
This module will print, rapidly, on the printer, the image of 
the data-input showing the errors or sending wazning messages 
such as: Colunn 8 transitioned, Beam 2 is an ove~hang, 

verify joints in "diagonals" ( the end joint of any span in a 
continuous beam is not the same as the inicial joint of the 
following span), the distance value from the concentrated load 
is greather than the span, load 135 is 1 generated 1 but not 
used or the reverse, etc. 

Finally data-assurance will print the colurms-number and 
the number of beams or loads crossing on that colunn. This is 
utmost importance in order to check that no beam has been 
forgotten nor any error was made in any column. 

Date Gorreetion 
In a very simple interactive way this module 
correction according to the data-assurance list, 
registered in data-assurance or in data-input. 

Execution-Output 

permits 
of the errors 

This is the main module of the system and through i t will have 
on the printer: 

Figure 3, shows all details of the output for one beam. 

Figure 4, shows the output of the plotting on the printer 
(scale 1: 50). 

Figure 5, shows the output colUimS loads. The line "VP.R." 
represents the accidentability of the effect to be considered 
or not by the designer (see below). 

End(finalization) 
This coornand finalize session and returns to the DOS. 

IV. HYPOTHESIS 

Beams: a) statically determinate with or without ove~hang. 
b) mono or bi-clamped with constant section with fixed 

supports. 
c) continuous wi th constant section between supports 

but variation being possible on the sections between spans. 
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ttt FOURTH INTERNATIONAL CONFERENCE ANO EXHIBITION - LONDON - ... 
ttt PECI - CALCULATION Of BUILDING STRUCTURES -SAmE- ... 

t PLOTTINS-MOMENTS AND SHEAR FORCES t 

BEAM SPAN MOMENT MOMENT-DIAS. I-ORD SHEAR SHEAR • DIAS 
102 1 o.ooo 0.000 23.521 I 

I 
102 IO. 742 o.soo I9.446 I 

I 
I 

I02 I9.446 I.OOO 15.371 I 
I 

102 26.113 1.500 11.296 I • 
I 

102 30.742 2.000 7.221 I I 

I 
I 

102 21.609 2.500 ·20.629 I 
I 

102 10.114 3. 000 ·25.354 I 
I 
I 

I02 -3.744 It 3.500 ·30.079 I 
I I 

I02 ·I9.96S I··---·· 4.000 ·34.804 I 
I I 

I02 ·3B.S48 I -··-------···• 4. 500 ·39. 529 
I 

I02 -59.494 I··--·---·············• 5.000 ·44.254 • 51,n! 
I 

102 -30.l!S I···------·· 0.600 45.27I 
I 
I 

102 -5.169 I·t 1.200 38.551 
I 
I 

102 2 15.945 I 1.800 31.8ll 
I 
I 

102 2 33.028 I 2.400 25.111 
I 
I 

102 2 46.078 I 3.000 0.391 
I 
I 

102 44.422 I 3. 600 ·5. 909 •I 
I 1 

102 38.987 I 4.200 ·12.209 f I 
I I 
I I 

102 2 29.771 I 4.800 -18.509 I 
I I 
I I 

102 2 16.776 I 5. 400 ·24.809 I 
I I 
I I 

102 2 -0.000 ,6.000 -31.109 I 

-f?Jvf'e 4' 
- ou o/.sJe-
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P.S. You can have over-hangs in the mono-clamped or 
continuous-beams, fixed supports, at the ends of the 
continuous-beams. 
Loads: a) Uniformly distributed loads. 

b) Partially distributed loads. 
c) Concentrated loads. 

V. LIMITATION OF THIS VERSION OF THE PROGRAMME 

Colurms: 200 
Spans : 12 
Loads partially or totally distributed, generated 
concentrated (per span) : 10 
Generated loads (reciprocal reactions): 500 
Nurober of slabs: no limits 
Nurober of Transitions: no limits. 

VI. RESULTS: 

* Titles, slabs enumeration, beam enumeration. 

or 

* Beam loads ( ini tial data and generated reciprocal loads) , 
lengths and spans/relative inertia in metres. 
* Moments in kN.m for each tenth of the span and/or plotting 
on the printer (scale 1:50). 
* Shear forces in kN for each tenth of the span, and/or 
plotting on the printer ( scale l: 50 - the same lineordenates 
as the moment) . 
* Load on the columns, in kN for each floor and the total load 
on the floor. 

The loads on the columns are formad by beam reactions by 
the acclJI'IRllated loads per colurm, and by the acclJI'IRllated load 
of the building. 

The effect of the accidentabili ty of the load on the 
reaction of the supports is indirectly taken 
consideration, only half the statically 
correction being subtracted fram the statically 
reaction (if the result is subtractive). 

into 
indeterminate 

determinate 
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VII. FINAL CONSIDERATION 

1) The systemwas develloped originaly in FORTRAN IV in a 
370/145 IBM and has now addapted to the micros wi th at least 
48 kb RAM. 
2) The system equations solution of the continuous beam was 
made by Cholesky-algorithm. 
3) The average running time in interpreted-BASIC for one beam 
( 3 span/beam - average) is 30 sec in a micro wi th a 2 Mhz 

clock and wi th an 80 c. p. s printer, reduced to half, this 
time after compiling. 

This system is in use in s. Paulo Brasil for the last 2 
years (on microcomputers). 

MY ADDRESS: 

Funda<;ao Annando Al vares Penteado 
Centro de Informatica 
a/ c Prof. Simpson S. Kalmus 
R. Alagoas, 903 
CEP 01242 S.Paulo Brasil 
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COMPLEX WAVEFORMS from a PET and BASIC 

Aeronautics & Fluid Mechanics Department, 
Glasgow University, Glasgo~, U.K. 

1. INTRODUCTION. 

<J-25 

Most fatigue test machines can be driven by an 
external valtage source. This report describes a 
method of synthesizing suitable valtage waveforms 
(of any desired shape) using a Commodore PET/CBM 
microcomputer and a (12 bit) D/A converter connected 
to the PET"s IEEE port. The software is written in 
Bf.iSIC. 

The method could be adapted for use on any 
microcomputer affering the following: a user port to 
which a DIA converter could be connected, BASIC with 
PEEK and POKE commands and a user-settable pointer 
to the end of the BASIC program storage area in 
memo1~y .. 

The waveform is synthesized from a discrete set 
of ordinates. BASIC is simple but slow, so if the 
processes of calculating each ordinate, converting 
to the 2-byte form appropriate to the DIA converter 
and transmitting to the converter are carried out 
"on-1 ine" tr,e desired fr-equency ("'3Hz> can onl y be 
obtained if the number of points used to synthesize 
each cycle of the waveform is unacceptably small. 

Much faster results are possible if these 
processes are separated. Thus, all the required 2-
byte values are calculated and stored in memory; 
these values are subsequently retrieved from memory 
and transmitted to the DIA converter. The later 
sections of this report discuss the implementation 
of these processes in detail. 

A WORD OF WARNING - the separation of these 
processes of calculation and DIA conversion opens 
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wide the door to programming errors which could 
result in the output from the DIA converter being 
catastrophically greater than intended. It is 
therefore §t~gngl~ ~§~Qillill§Q~§d that any test run on 
a fatique test machine should be iffiffi§~i~t§!~ 
preceded by a "proving run" in which the output from 
the DIA converter is sent to a chart recorder. 

2. THE HARDWARE. 

Any PETICBM microcomputer of the 2000, 30~) or 
4000 series may be used. The DIA conversion was 
carried out by a PCI6300 interface Ca multi-channel 
DIA and AID device by CIL Microsystems) connected to 
the IEEE 488 instrument bus port an the PET. The DIA 
sections of this interface provide a valtage output 
in the range ~10V, to 12 bit Cl in 4096) resolution. 
In principle, any 12-bit DIA converter would be 
equally suitable Cbut might encode values in 2-byte 
form in a different way!l. 

3. THE SOFTWARE. 

Four distinct processes must be programmed: 

(1) calculation of the waveform ordinate 
(2) conversion of this value from 

floating-point form to 2-byte form, 
(3) storage of these 2 byte~:'. in memory 
(4) retrieval of these 2 bytes from 

memory and transmission to the D/A 
converter. 

<Step (41 is really two steps but it is simple, and 
faster, to combine the two into onel. 

Usually, steps <ll, <2>, (3) would be repeated a 
number of times until all the required waveform 
ordinates had been calculated and stored in memory. 
The BASIC program containing these steps can be 
quite distinct from the program containing step (4), 
or one program can be written to contain all 4 
steps. 

Step (1) simply calls for an appropriate BASIC 
assignment statement e.g. 

linenumber Y 
or 

linenumber Y 
etc. 

1997 

FS + AM * SINCAI 

Step (21 is specific to the D/A converter 
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used. For the CIL PCI6300 interface the two bytes 
(high and low) corresponding to the real value Y 
C-2047<=Y<=2047> are obtained from 

linenumber HIX = ABSCY)/256 
linenumber LOX = ABSCY> - HIX * 256 
linenumber IF Y>=O THEN HIX = HIX + 8 

CThe X symbol indicates an integer variable.) 

9-27 

Step (3) utilises the BASIC POKE command, e.g. 

linenumber POKE P,HIX : POKE P+1.LOX 

which "pokes" Ci.e. stores) the value HIX into 
memory location P and the value LOX into memory 
location P+l. 

Step (4) uses the BASIC PEEK command to 
retrieve the contents of the memory locations. 
Transmission to the D/A converter is specific to the 
converter - for the CIL interface the PET"s IEEE bus 
command PRINT:#I: is used in the following format 

linenumber PRINT#1,"01"CHR$CPEEKCP>>CHR$CPEEKCP+1)) 

Ietter 0 

Here the PRINT#-1 command sends data over the IEEE bus 
to logical file number 1. The data begins with the 
string constant "01" which selects Output channel 1 
of the CIL interface as recipient of the two -
following bytes CHR$CPEEKCP>> and CHR$CPEEKCP+1)). 

The following example shows how steps (1) to (4) 
may be combined to store NA points of a sinewave in 
memory Cstarting at location P> and then transmit NC 
cycles of this sinewave to the DIA converter. The 
e>:ample also shows the OPEN and CLOSE statements 
which mu.st accompany the PRINT~ statement (in PET 
BASIC>. 

EXAMPLE PROGRAM: 

Cinitial block of program assigns valu.es to NA, NC, 
FS, AM, P; resets "END of BASIC" pointer.> 
40 REM ******************* 
50 DA = 2 *11/NA 
51 REM DA ANGLE BETWEEN SUCCESSIVE ORDINATES 
60 REM ******************* 
100 FOR A = 0 TO CNA - 1) 
110 Y = FS + AM * SINCDA * A) : REM STEP 1 
120 REM ******************* 
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* 256 
HI% + 8 

REM 
F:EM STEP 2 
F:EM 

200 HI% = ABS<Yl/256 
210 LO% = ABS(Yl - Hl% 
220 IF Y>=O THEN HI% 
2:::::0 REM ******************* 
300 POKE P+2*A,HI% 
310 NEXT A 

POKE P+2*A+1,LO% : REM STEP 3 

3:20 REM ******************* 
400 OPEN 1,10 
410 FOR I = 1 TO NC 
420 FOR A = 0 TO <NA - 11 
425 PO = P+2*A : Pi = P+2*A+1 
429 REM * NEXT LINE IS STEP 4 
4:50 PRINT~1, "Ol"CHR$ (PEEK <POl I CHR$ (PEEK (P1 l l 
440 NEXT A 
450 NEXT l 
460 CLOSE :l 
470 REM ******************* 

The sinewave will repeat indefinitely if line 410 is 
deleted and line 450 replaced by 

450 GOTO 420 

Line 400 shows the form of the OPEN statement, which 
must precede the PRINT# statement. Here, logical 
file number 1 (as used in the PRINT:j:t: statementl is 
OPENed to device number 10 <the CIL interface). Line 
460 shows the CLOSE statement which should be used 
when transmission of data is complete. 

5. PRACTICAL CONSIDERATIONS 

The above example program illustrates all the 
essential features of the BASIC programs used in 
this method of synthesizing waveforms. Clearly, 
that program falls a long way short of what would be 
called for in a practical fatigue test program. 
Among the additional features required would be the 
conversion of specified Ioad offsets and amplitudes 
into voltages and hence into input values to the D/A 
converter, counting of Ioad cycles, provision of 
"Liser-friendly" instructions for the test oper-at.or 
<wt-.o might not be particularl y "compute;;\~atl?." I. It 
might also be desir-able t.o be able to store all the 
calculated ordinates on disk or to have a simple 
means of adjusting the t.ime-scale of the synthesized 
waveform. 

5. 1 t!gmgr.:.:t r.:.gg\d:Lr.:.gmgot~ 
With a 12-bit D/A converter two memor-y locations are 
needed to store each waveform ordinate. A 32K PET 
should therefore offer the prospect of storing at 



www.manaraa.com

9-29 

least 15000 ordinates. Waveforms of vevy 
considerable complexity can therefore be easily 
synthesized, particularly as a substantial amount 
of repetition (e.g. of sinewave cyclesl will often 
feature in the desired waveform. 

5 .. 2 §Qg§Q 
The execution speed of a BASIC program can be 
improved in various ways e.g. by careful attention 
to the order in which variables make their first 
appearances in the program, to the erdering of 
subroutines, to the use of multiple statements to 
each line number, omission of REMs Ccommentsl etc. 
West [1] gives a comprehensive account. 

The top speed (of retrieving 2-byte values from 
memory and passing them through the DIA conversion 
processl attainable from PET BASIC appears to be 
about 50 per second. This speed can be used to 
generate sinewaves of frequency 2Hz which Iook 
quite respectable on an oscilloscope. When used to 
drive a 20 tonne fatique test machine it appeared 
that the dynamics of the machine itself filtered 
out the 50Hz "ripple''. This frequency C2Hz) was 
close to the upper Iimit of this machine but the 
impression was gained that the method could 
probably be pushed to about 3Hz. 

Figure 1 is a chart recorder trace of part of a 
"Gust Load" test program app"lied to an aircraft 
component. 

6. CONCLUSIDNS 

Reasonably accurate waveforms (with sinewave 
components of frequency 2-3Hz) can be synthesized 
in a relatively simple fashion. The same method 
can synthesize square waves at about 25Hz (since 
the DIA converter holds each value till it receives 
a new onel. The method should be accessible to 
anyone who can write simple programs in BASIC. 

REFERENCES 

1. West, R. (1982) 
Level Ltd. 

Programming the PETICBM. 
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THE ANALYSIS OF SPECKLE INTERFEROMETRIC RECORDS OF STRAIN BY 
MICRO COMPUTER 

I Grant and G H Smith 

Heriot-Watt University, Edinburgh, UK 

1 . INTRODUCTION 

Strain measurements are commonly made by attaching sensitive 
gauges or films to suspect or critical regions of a particular 
region of a structure or specimen under load test. 

This paper describes a non-contacting optical method which 
allows the rapid scanning of large areas to identify regions of 
high strain. Measurements are made using photographic 
techniques which allow assessment of strain levels in 
identifiable "hot-spots". The naturally occurring granular 
appearance of a surface exposed to laser light provides an 
irregular optical grid for the measurement of surface 
displacements. 

A complementary apparatus is described which allows rapid, 
computer controlled scanning and analysis of the speckle 
photograph. The interference pattern produced on illuminating 
the photograph with a coherent light source was swept by a 
photosensitive detector driven by a micro-computer. The same 
computer with suitable disk peripherals acted as a storage and 
analysis device. A recent advance in the analysis hardware 
using a vidicon system is described and illustrated. 

The interference pattern produced was of a highly periodic 
nature. Consequently a spatial analysis technique was adopted 
as the main method of analysis. There were however occasions 
when a knowledge of the full spatial frequency characteristics 
of the signal were required and a two dimensional Fourier 
Transform technique was also developed. The choice of method 
was dependent on the nature of the problem. 

The nature of speckle 
Any optically rough surface will show an apparently granular 
structure when coherent (laser) light ~s reflected from it. 
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This was due to the interference of the coherent light waves 
reflected from different points on the surface. The nature of 
the speckle pattern was due to the random variation in the 
roughness of the surface which produced a random variation in 
the phase of the interfering beams (1,2). The speckle can be 
thought of as 'fixed' to the surface and can be used as a 
method of measuring local displacements or strains on a loaded 
structure. 

2. PROCEDURE FOR RECORDING SURFACE DISPLACEMENTS 

i The optical arrangement required to measure in-plane 
displacements is shown in Figure 1. A beam, from a 
Helium-Neon laser, was passed through a spatial filter to 
reduce optical noise. The beam was then expanded and 
directed onto the area under examination with a mirror. A 
35mm camera was positioned normal to, and focussed on the 
surface (defocussing the camera allows the system to 
become sensitive to surface tilt and can be used in such 
a mode if required). The camera lens was covered with a 
narrow band diffraction filter which allowed only light of 
a wavelength corresponding to the He-Ne laser to expose 
the film. This enabled the measurements to be taken in 
ambient or subdued light. The intensity variationwas 
recorded on holographic film. This being of very high 
spatial resolution was eminantly suitable for recording 
the speckle pattern. Normal low resolution negative film, 
for example Ilford FP4, could be used but did not provide 
data of as high quality. 

ii An exposure was made of the unstressed structure and 
related speckle pattern. 

iii The structure was then loaded. This could be done by a 
variety of methods including mechanical or thermal 
stressing. 

iv A second exposure of equal time length was then taken on 
the same frame of film thus producing a double exposure. 

Since the speckle moves with the surface any movement of 
the structure was mirrored by the second speckle pattern 
recorded on the film. Thus the double exposed negative 
contained all the information regarding the in-plane 
displacement of the surface. Strain data was derived from 
numerical differentiation of the displacement data taken over 
a region of the structures surface. The technique described 
here allows a point by point analysis of the negative. 

3. ANALYSING THE DOUBLE EXPOSURE 

A collimated laser beam was directed through the negative 
at the point of interest. If the displacement at that point 
was within the sensitivity governed by the optical arrangement 
fringes will be observed within a so-called diffraction halo, 
Figure 2 (see Appendix 1). If the fringes were viewed at a 
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distance, L, from the negative plane the displacement, ox, on 
the structure was related to the fringe spacing, oF, by 

ox AL/MoF (1) 

where M was the magnification of the recording cameras optical 
system. Furthermore the inclination of the fringes was 
perpendicular to the direction of displacement. 

Thus one arrives at a displacement vector for one point on 
the negative. To derive strain data it was necessary to 
analyse a grid of points on the negative making an automatic 
method of scanning and analysis desirable. The system 
described was built araund the BBC model B microcomputer. This 
bad the advantage of low cost but with a facility for 
upgrading. 

Recording of intensity variations in the diffraction halo 
The speckle negative was placed in its holder on an x-y 
traversing system. The two stepper motors were controlled 
from the BBC printer port. The direction of each stepper was 
set by two bits of the printer port register. The active 
motorwas driven by setting another bit alternately to 0 and 1. 
In this way the negative was moved such that the laser beam 
could pass over its whole surface. 

The resulting fringe pattern was analysed by a photo
transistor again mounted on an x-y traversing system in this 
case controlled via the BBC user port. A pinhole was placed 
over the photo-transistor to restriet the angle over which the 
light was gathered. Its size was such that it was !arger than 
an individual speckle seen in the fringe pattern but smaller 
than the fringe spacing. 

The output of the photo-transistor was amplified and 
input to the BBC analogue to digital convertor. The 
amplifier as well as providing a means of utilising the full 
range of the ADC ensured that the valtage input to the 
convertor did not become negative as this could result in its 
damage. It was found that calibration instability of the BBC 
ADC, caused by temperature drift, was insignificant in the 
present application. 

The following procedure was then carried out, Figure 3. 
The slide was placed at the first point of interest and the 
photo-transistor moved across the pattern to record the 
intensity distribution and calculate the fringe spacing and 
inclination. This data was then stored on disk. The 
negative was then traversed to the next position and the 
procedure repeated. The resulting displacement data was then 
utilised to provide strain measurements over the surface. 
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Analysis of the intensity distributions 
In the current application local fringe spacing and inclination 
provided sufficient detail of distortion under load. This 
indicated that a spatial technique would be an efficient 
approach. In other applications a full Fourier analysis of the 
two dimensional intensity distribution may be necessary and 
this technique was also investigated. 

Spatial methods. Two spatial techniques were employed: 

(a) A high density scan, in one direction, of 150 points at a 
spacing of 0.5mrn in 5 low density scans spaced 2.5mrn 
apart in the orthogonal direction. The points were 
smoothed over 3 adjacent values and the peak spacing in 
the high density direction was found (see below). The 
peak spacing in the other, low density direction, was 
found by calculating the difference in phase between peaks 
corresponding to the same fringe. The fringe inclination 
could then be calculated knowing the distance between low 
density scans. 

(b) Two high density scans in each of the orthogonal 
directions. The peak spacings were then found explicitly 
for each direction. 

Finding a peak 

(a) An approximate value of peak Separation was found by 
calculating the distance between the two maxima at each 
end of the scan and dividing by the total number of peaks 
found. A maximumwas defined to be a point which was the 
largest of a group of ± 3 points. 

(b) The intensity values were then reanalysed to find points 
which were within 95% of each intensity maximum and 
within a distance of ± 40% of the approximate value 
calculated for the fringe spacing. The second condition 
ensured that final averaging did not take place over more 
than one peak. 

(c) An average position was then calculated from these points 
by weighting their positions according to their intensity 
values. 

Fourier transform methods. This technique required a large 
amount of storage for the data points and thus a transforming 
technique which made efficient use of the computer RAM was 
necessary. The two dimensional FFT was carried out by 
transforming each row of rhe N*N array of points and then 
transforming the resultant columns (see Appendix 2). The 
algorithm used was a radix 2 method. The computationa11y 
efficient mixed radix methods were not possible due to the 
lack of storage space. The resulting peak values in the 
spectral density then provided an estimate of the dominant 
spatial frequencies in each direction and hence the fring~ 
spacing ju the x and y <l.irections. 
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Three features of the FFT method employed worth noting 
are: 

i The BASIC language does not support complex arithmetic and 
variables and so two arrays were required to calculate the 
real and imaginary parts of the Discrete Fourier Transform 
separately. 

~~ To calculate the full Fourier Transform on an array of 
N*N points required N + N/2 Discrete Fourier Transforms. 
This was because the transformed rows were symmetric 
about their middle due to the original data being real. 

~~~ The maximum array size was restricted to 64*64 points to 
minimise the amount of data transfer to and from disc. 
Thus each row was input and transformed in turn but the 
resulting "half-row" remained in the computer ram. If 
larger array sizes were required it would be necessary to 
restore the transformed rows back to disc to free enough 
memory. The data for each column would then have to be 
brought back from the disc. This would greatly increase 
the computational time required. 

4. RESULTS 

Tests were first conducted to determine the reproducibility of 
the fringe intensity pattern. It was found that any change in 
the absolute position of the fringes was unimportant as only 
relative spacings were required, Nevertheless the intensity 
distributions derived from two separate scans of the fringe 
pattern were comparable to within less than 0.5mm. 

Each numerical method was tested by producing a doubly 
exposed negative of a structure displaced laterally by a known 
amount. Fringes of a specific inclination to the traversing 
direction could be produced by rotating the slide through a 
known angle. 

Actual displacements of 100, 150 and 200 microns were 
used. The camera apertu1e was set at F5.6 and the optical 
magnification at 0.4. The negative to detector distance, L, 
was 0.665m. Since one was measuring the ability of the 
analysis system to determine the resultant fringe spacing these 
displacements were converted to corresponding fringe spacings, 
at the photodetector plane, by inserting the appropriate values 
into Equation (1). These were then used to calculate the 
fringe spacings in the x and y directions for a particular 
fringe orientation. 

Figures 4-7 show the intensity distributions as measured 
by the traversing photo transistor. The re10•Il es for each 
method are tabulated in Table 1. The figures illustrate the 
general features of the interference pattern. 

i The fringes were cmbedded in a envelope, the 'halo', 
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and thus increased in intensity as one approached the zero 
order, central region. It should be noted that these 
scans were carried out at some distance from the central 
area, the lowest scan in each figure being the closest. 

ii The vertical bars show the positions that were derived 
from the data by the peak finding algorithm. As can be 
seen not all peaks can be expected to be detected. This 
was overcome by subtracting the initial approximation for 
the peak separation from the distance between two recorded 
peaks until that distance was of the same order as the 
initial approximation. The final peak spacing was 
calculated as an average of all the values from the scans. 

iii Figures 4 and 6 show peak distributions for fringes which 
were set at 90° to the traversing direction. As can be 
seen there was no systematic trend in the fringe 
positions between each scan. Figures 5 and 7 however 
show the effect of fringes which were tilted with 
respect to the scan direction. In this case a clear 
change in phase from a peak in one scan to a corresponding 
peak in another scan was seen. 

Figure 8 illustrates the result of applying an FFT to the 
data. As can be seen the spatial frequency was easily 
discernable. The peak spacing was calculated as the inverse 
of the spatial frequency. 

Table 1 details the fringe spacings calculated by each 
method and compares them with the values derived knowing the 
structure displacement and experimental parameters. Also given 
are the times required to perform the analysis of the recorded 
intensity data. 

5. DISCUSSION 

i Spatial method 1: The error in measuring the fringe 
separation in the x direction was typically 5%. This 
method had the advantage that the variation in light 
intensity over the traversing region was a minimum and 
permitted a relatively unsophisticated scanning procedure. 
The one difficult with this technique was the accuracy to 
which the fringe inclination could be found. 

ii Spatial method 2: This method gave an average error of 
about 4%. Two problems were encountered with this 
technique. Firstly it was found that spurious peaks were 
liable to be found when the density of fringes in the 
particular scan direction was low. This led to an 
apparent displacement (strain) component in this direction. 
A more sophisticated algorithm for choosing the peak will 
remedy this. Secondly the positioning of the photo
transistor was more difficult. This was due to the need 
to scan a large distance in both the x and y directions. 

iii Fourier Transform method: This was found to typically 
underestimate the displacements by 8~ but changes in the 



www.manaraa.com

9-38 

algorithm are expected to improve this result markedly. 
It was however found to give more consistent measurements 
in both the x and y directions for the whole range of 
fringe inclinations. This method was better suited for 
coping with the random parts of the signal and less likely 
to pick up extra peaks. As can be readily seen the full 
two dimensional transform was inappropriate for the data 
required for the analysis of fringe spacing. The length 
of time required to calculate the N+N/2 transforms, 
exceeding 10 minutes, was much greater than the other two 
methods (under 50 seconds). The results do however show 
that the transform method does work and for the purposes 
of calculating fringe spacing two independent one 
dimensional transforms in the x and y direction would 
suffice. These would require only 48 seconds to 
transform two scans of 128 points. 

It should be noted that the errors stated were typical for 
the analysis of data for displacements rauging from -10-500 
microns. Thus there was no loss of accuracy in the 
measurement of very small displacements. The accuracy was 
mainly dependent on the optical arrangement used to record 
the speckle pattern. Although the present results were 
presented in terms of the accuracy with which the fringe 
spacing could be determined the implications for strain 
recording are clear. The measurement of strains greater than 
10-15 microstrain would be possible with an error of less than 
10%. 

The main problems to be overcome with this method are 
connected with the !arge variations in intensity over the 
diffraction halo. This factor necessitates careful 
positioning of the phototransistor before scanning. A new 
system is currently under development. In this the traversing 
photodetector is replaced with a Vidicon camera which is 
connected to the microcomputer via a digital interface. The 
image can consist of an array of 256*256 points with each pixel 
having anY' one of 256 grey levels. The advantage of this 
system is that it provides the ability to image the whole 
interference pattern in less than 10 seconds. The best region 
for analysis can then be readily found and the appropriate 
image processing applied where required. Figure 9 illustrates 
the new apparatus. 

CONCLUSIONS 

The point by point method used to analyse the double exposure 
speckle photograph meant that marked diffraction effects were 
evident in the viewing plane. Consequently an "operator
learning time" was required before rapid implementation of the 
analysis procedures was possible. After this period rapid and 
efficient computer aided processing of strain patterns was 
possible using the scanning technique. The major benefit of 
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this method is the relatively low capital cost of the apparatus. 

Preliminary studies with the Vidicon camera system 
indicate that this method of whole field analysis will greatly 
simplify the procedure allowing an even greater degree of 
automation. 

APPENDIX 1 : THE NATURE OF THE VIEWED FRINGES 

The intensity distribution resulting from the point by point 
analysis of the negative resulted from three properties of the 
double exposed negative: 

i The individual speckles, recorded as deposits of silver on 
the negative, diffract the light into a cone, the so
called Diffraction Halo. The angular extent of this cone 
is dependent on the size of the speckle recorded on the 
film. An approximate relationship between speckle size 
and halo angle is given by 

!. 
n 

where D = speckle size on negative= (1+M)*/.*F. 
ii The pairs of speckle corresponding to the surface 

displacement diffract the light which interferes to 
produce cos**2 fringes. The angular extent of these 
fringes is given by 

ßp 

(2) 

(3) 

iii A third feature of the intensity distribution is the 
appearance of Objective Speckle due to the negative being 
illuminated over a small region by the laser beam. The 
angular extent of an objective speckle LS approximately 

ßo 
!. 
a 

where a LS the diameter of the laser beam. 

The three equations above can be used to calculate 
approximate values for the upper and lower bounds of 
measurement. 

i For a displacement to be measured at least two fringes 
must be within the diffraction halo. Thm the angular 
extent of the fringes must be less than the angular 
extent of the halo 

=> oX(min) ( 1 +M)*!.*F /M 

(4) 

(5) 
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ii The maximum displacement measurable is determined by the 
size of the objective speckle. The fringe spacing must be 
at least as great as the size of the speckle to be visible 

ßF > ßo 

=> oX(max) a/M 

Typical values 
M 0.5 
F 5.6 
a 1mm 
A 632.8nm (for Helium-Neon light) 

Thus oX(min) 
oX(max) 

5.3*10**-6m 
2.0*10**-3m 

(6) 

It should be noted that displacements less than that 
given by Equation (5) can be measured by introducing a 
deliberate shift, of a known amount, to the negative between 
exposures. This shift can then be subtracted out at the end. 

APPENDIX 2 : THE TWO DIMENSIONAL FOURIER TRANSFORM 

A two dimensional periodic signal is defined by 

where N1 and Nz are the periods along each dimension. 

This periodic signal can be represented by a linear 
combination of exponentials whose periods are sub-periods of 
N1 and N2 thus 

The Fourier coefficients Xp(kJ,k2) represent the 
amplitude of xp(nJ,n2) at the two-dimensional frequency 

w and w 

The Fourier coefficients 
Equation (7) above. 

N1-1 Nz-1 

xp<k 1 ,k2) = ~ i 
n1=0 n2=0 

which can be written as 

(27T )k 
N2 2 

can be obtained by inverting 

(7) 
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The bracketed term represents 
discrete Fourier Transforms. 

a series of N1 one-dimensional 
Let [ ) = Dp(n1,k1) then 

N1-1 2n t" -i(-)k1n1 
~ e N1 Dp(n1,k2) 

n1=0 

which is a series of N2 one dimensional Discrete Fourier 
Transforms as k2 var~es from 0 to N2-1. 

Furthermore since the input series is real the Fourier 
coefficients are syrnmetric and thus only half the Dp(n1,k2) 
points are required to evaluate the transforms in the second 
direction. 
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Figure 1: Apparatus Used to Record Speckle Pattern 
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Figure 2: Arrangement for Reading Double Exposed Negatives 

Figure 3: Flow Diagram of Data Acquisition 
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Figure 4: Intensity Distribution in Halo 
Structure Displacement = 150 microns, angle 90° 

Figure 5: Intensity Distribution in Halo 
Structure Displacement = 150 microns, angle 60° 
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Figure 6: Intensity Distribution ~n Halo 
Structure Displacement = 200 microns, angle 90" 

Figure 7: Intensity Distribution ~n Halo 
Structure Displacement = 200 microns, angle 60" 
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VAPSIMM: A COMPUTER PROGRAM FOR VIBRATION ANALYSIS OF PIPING 
SYSTEMS INCORPORATING A MOVING MEDIUM 

C.W.S. To 

Department of Mechanical Engineering, The University of 
Calgary, Calgary, Alberta, Canada T2N 1N4 

ABSTRACT 

The theory and structure of a computer program, VAPSIMM,for the 
vibration and stability analysis of piping systems containing a 
moving medium, are outlined in this paper. VAPSIMM is based on 
the transfer matrix method in which the order of the transfer 
matrix is kept unchanged with increasing number of piping 
elements and complexity of the system, and every piping element 
is considered as a distributed-parameter model. Computed and 
experimental results of resonant frequencies for various flow 
velocities of the contained medium from a laboratory model of 
an elbow pipe are presented to show the accuracy. Selected 
computed results for three-dimensional and helical piping ele
ments are also presented to demonstrate the capability of the 
program. 

1. INTRODUCTION 

The demand for dynamic analysis of piping systems containing a 
moving medium has been increasing in the last two decades. This 
is particularly so in the aerospace, nuclear power, oil and gas 
industries. For instance, in the aerospace industry, the prob
lern basically involves the necessity of delivering large quan
tities of fuel in a relatively short period of time [1]. Fuel 
deliveries of 10 6 lb. in approximately 3 minutes are common and 
these can result in Reynolds number as high as 3 x 10 7 • This 
creates fluctuating fluid forces on the containing pipe result
ing from the passage of pressure transients, as, for example, 
in starting and stopping the flow, and those forces associated 
with periods during which the flow is quasi-steady. 

To comply with the material strength requirements in the 
design process a vibration and stability analysis is necessary. 
A rigorous analysis can only be obtained by using shell or 
three-dimensional theory. When the piping system contains 
elements of various shapes and cross-sections one frequently 
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resorts to the application of the versatile numerical technique, 
the finite element method [2]. However, with the present state 
of the art a vibration and stability analysis employing the 
finite element method based on the shell or three-dimensional 
theory is very costly. Even when the finite element method is 
based on the simple beam theory the analysis of an entire pip
ing installation can often prove to be expensive. 

This paper describes a digital computer program, VAPSIMM, 
for the vibration and stability analysis of piping systems in
corporating a moving medium. It is based on the transfer mat
rix approach in which the order of the transfer matrix is kept 
unchanged with increasing number of piping elements and com
plexity of the system [3]. It can also be implemented in a 
microcomputer. Consequently, it is much less expensive to use 
than those employing the finite element method. Moreover, com
pared with the finite element method based on simple beam 
theory, the adopted analysis, in which every piping element is 
considered as a distributed-parameter model, provides more 
accurate results. 

In the next section a condensed version of the adopted 
analysis, on which the computer program is based, is presented. 
Section 3 deals with the computer program structure. Section 4 
includes applications of VAPSIMM. Some computed results for an 
elbow piping element are compared with those obtained experi
mentally from a laboratory model. Computed results for three
dimensional and helical piping elements are also presented. 
Discussion on the results and concluding remarks on VAPSIMM are 
included in sections 5 and 6, respectively. 

2. THEORY 

The transfer matrix method employed in the development of 
VAPSIMM is the one presented by To and Kaladi [3]. In this 
method the piping system is modelled as one containing a series 
of piping elements. Every piping element may be described by 
the following equation of motion [4,5]. 

4 z oz ozy azy 
EI :xr + pv 3x~ + 2pv 3t3x + m 3t2 0 (1) 

where E = modulus of elasticity, I = moment of inertia of the 
pipe, m = mass of the pipe with fluid per unit length, p = mass 
of the fluid per unit length, v = steady mean flow velocity of 
fluid with respect to pipe, x = co-ordinate measured along the 
pipe length, y = lateral displacement of the pipe. 

In Equation (1), the first term represents the elastic 
force; the second, the inertia force associated with the 
fluid following a curved path; the third, the inertia force 
associated with the Coriolis acceleration due to the relative 
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motion of the fluid inside the pipe which has an angular velo
city and the last term represents the inertia force due to lat
eral acceleration of the pipe including the moving medium. 

By following the procedure described in (3] the transfer 
matrix with respect to the local co-ordinates for combined 
vibration, [TL], can be obtained as (3] 

(2) 

where [FA], [FT] and [F] derrote transfer matrices for axial, 
torsional and flexural vibrations respectively. The subscripts 
xy and xz designate the planes in the reetangular co-ordinate 
system considered. 

The above transfer matrix relates the state vector at the 
ends of the pipe element, with respect to the local co-ordinate 
axes, the x-axis being along the length of the pipe. This 
shall be referred to as the local transfer matrix. 

If [Tg] derrotes the transformation matrix that relates the 
state vector with respect to the local co-ordinates, xyz, for 
any pipe element, to the state vector with respect to the 
global co-ordinates XYZ, then the transfer matrix for relating 
the state vectors in global co-ordinates, at the two ends of 
the pipe element, becomes 

(3) 

where the subscript G derrotes global co-ordinates and the super
script T derrotes the "transpose of". 

In a given three-dimensional piping system, the overall 
transfer matrix connecting state vectors at the end points of 
the system is obtained by multiplying together the transfer 
matrices in global co-ordinates for all pipe elements. That is, 

n 
(TJ = n (4) 

i=l 

where the first subscript, G, derrotes the global co-ordinates 
and the second subscript, i, derrotes the piping element number. 

The transfer matrix (T] whose order is twelve for the 
three-dimensional system is used to determine the resonant fre
quencies with due consideration of the boundary conditions. 

For example, for a piping system simply supported at 
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either end, a11 the moments and defl~ctions at either end must 
vanish. This gives 

{z}1 ~ [T){z} 0 (5) 

where 

{z} ~ {0 ex 0 vx 0 ez 0 vy 0 oy 0 V }T 
z 

Equation (5) can be rewritten as 

{::} . ~11 r,J 
{::} 

(6) 

T21 T22 
L 0 

where 
{z1 }~ { -wx M -wy Mz -wz ~ }T X 

{z2}~ { ex vx 8 vy eY V }T 
z z 

t1 1 t1 3 t1 5 t1 7 t1 y t1 11 

t3 1 t3 3 t3 5 t3 7 t3 9 t3 11 

t5 1 t5 3 t5 5 t5 7 t5 9 t5 11 
[1J_]~ 

t7 t7 t7 1 3 5 t7 7 t7 9 t7 11 

t9 1 t9 3 t9 5 t9 7 t9 9 t9 11 

t11 1 t11 3 t11 5 tll 7 t11 9 tll ll 

~1 2 t1 4 t1 6 t1 8 t1 10 t1 12 

t3 2 t3 4 t3 6 t3 8 t3 10 t3 12 

t5 2 t5 4 t5 6 t5 8 t5 10 t5 12 ltll 2 t7 4 t7 6 t7 8 t7 10 t7 12 

t9 2 t9 4 t9 6 t9 8 t9 10 t9 12 

tll 2 tll 4 tll 6 tll 8 tll 10 tll 12J 
and so on. 

Assuming an excitation at the end 0 l.n the X-direction, the 
boundary conditions given 
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{z1}L 0 0 0 0 0 0 }T 

{z2}0 { -w 
X 

0 0 0 0 0 }T 

so that 

{z1}L [Tll J{z1 }0 + [T12J{z2}0 

{z2}L [T21]{z1}0 + [T22]{z2}0 

-1 
{z2}0 = - [T12] [Tll]{z1}0 

At any point P a1ong the pipe, if [F] is the transfer 
matrix re1ating the state vectors at the point to the state 
vectors at the end 0, then 

{::} 
0 

Consider the first equation in Equation (9). 

Using Equation (8c) gives 

(7a) 

(7b) 

(8a) 

(Sb) 

(Sc) 

(9) 

(10) 

(11) 

where adj [ ] designates the "adjoint of". Equation (ll) gives 
the appropriate receptance expression. At resonance, the 
expression inside the ang1ed brackets of (11) becomes a maximum. 
This means that the denominator, jr12 j becomes a minimum. The 
expression jT1zjsha11 be referred to as the frequency function. 

Once the resonant frequencies are determined, the mode 
shapes are computed using the transfer matrix in Equation (4). 
The overa11 transfer matrix is first eva1uated at the resonant 
frequency. Then, a va1ue for one of the e1ements, not governed 
by the boundary conditions, of the state vector at one end is 
assumed,such that the remaining e1ements of the state vector at 
that end are so1ved after app1ication of the boundary conditions. 

The who1e piping system is subsequent1y divided into a 
number of sections and the state vectors at the end points of 
each of the sections are obtained by mu1tip1ying the state vec
tor at previous point with the transfer matrix for the section, 
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computed at the resonant fr~quency. 
different points along the length of 
mode shape. 

3. STRUCTURE OF VAPSIMM 

The state vectors found at 
the piping system give the 

The computer program, VAPSIMM, written in Fortran 77 by making 
use of the theory briefly outlined in the last section, has 
been developed. The operational guidelines for the digital 
computer program were that the program was to (a) be aimed at 
vibration and stability analysis of pipe networks including a 
single-phase flowing medium, (b) be applicable to piping sys
tems in aerospace, nuclear power, oil and gas industries, (c) 
be user-friendly in terms of input data preparation and output 
data manipulation, and (d) be applicable to microcomputer envi
ronrnent. 

In view of the operational guidelines, VAPSIMM is organized 
into four modules, namely, the input module, the analysis mod
ule, the mode shape determination module, and output module. 
For brevity, the mode shape determination module is not inclu
ded in this paper. 

The input module consists of a series of subrautirres that 
read in data such as the geometrical properties for every pip
ing element and associated mechanical properties, fluid proper
ties, and operational codes. 

The analysis module also consists of a series of subrout
ines performing four tasks as described in the following: 

Firstly, the input geometrical properties for every piping 
element are used to calculate the direction cosines, length, 
cross-sectional area, second moment of area and polar moment of 
area of cross-section of the pipe, for example. The computed 
results are stored in arrays. 

Secondly, the transfer matrices for axial, torsional and 
flexural vibrations are obtained using the associated subrout
ines. The transfer matrices are used to form the local trans
fer matrix for every piping element by another subroutine. The 
stored direction cosines are applied to form the transformation 
matrix [Tgl for every piping element using the transformation 
matrix formation subroutine. Another subroutine performs the 
formation of the global transfer matrix, [Tctl· The overall 
transfer matrix, [T], for the piping system ~s formed by the 
overall matrix subroutine. 

Thirdly, the application of boundary conditions for a 
simply-supported system, for example, is achieved by one of the 
boundary condition subroutines identified by one of the already 
input operational codes. 
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The final task of operations in the analysis mod,tle com

prises two stages. During the first stage the i:requeucy f'-nc
tion is determined by a subroutine. In the second stage, use 
of the frequency function is made and the resonant frequency is 
located by applying the frequency sweep subroutine. 

The last three tasks are repeated until the resonant fre
quencies of various fluid speeds for the specified nurober of 
vibration modes are determined. 

The results are subsequently stored in various files for 
output or further data organization and presentation in the 
output module. 

4. APPLICATIONS OF VAPSIMM 

The computer program written in Fortran 77 has been applied to 
the determination of resonant frequencies for an elbow pipe 
with various boundary conditions. For the clamped-clamped case, 
experimental results are also provided to show the accuracy 
achieved. It has also been applied to obtain resonant frequen
cies of a simply-supported three-dimensional piping system, and 
a simply-supported helical piping system. The obtained reson
ant frequencies for all cases are plotted agairrst fluid velo
city so that the nature of stability for every system may be 
identified. The following sub-sections include some details of 
the examples considered. 

4.1 Elbow Pipes 
The elbow pipe is shown in Figure l(a). The physical properties 
of the pipe are given in Table l. The results for the cantile
ver elbow pipe are presented in Figure 2. Figure 3 provides 
results of the clamped-clamped elbow pipe. Figure 4 shows the 
influence of choosing a different number of straight piping 
elements in approximating the elbow. Here, the results for the 
simply-supported two-element representation of the elbow pipe 
are compared with those of the five-element representation 
which is shown schematically in Figure l(b). 

Experimental verification of a clamped-clamped elbow pipe 
was carried out. The properties of the laboratory model are 
those included in Table l. The model was arranged in a verti
cal plane, with the supply of water from the mains connected to 
the top end. Water was drained off at the lower end through a 
flexible hose. The flow rate was determined using an orifice 
flowmeter. With the water flowing the pipe was excited by tap
ping lightly by hand. The resulting transient signals were 
picked up by the Bruel and Kjaer accelerometer type 4384. The 
signals were sent to an amplifier and monitored by an oscillo
scope before reaching the analog to digital converter of the 
Hewlett Packard Structural Dynamics Analyser for processing. 
The resonant frequencies corresponding to the peaks of the 
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auto-spectral density plots were observed. These observed 
values are presented in Figure 5 in which ~he theoretical res
ults are also included for comparison. The theoretical results 
predicted are based on a four-element representation. 

4.2 Simply-supported three-dimensional pipe 
The simply-supported three-dimensional pipe studied is shown in 
Figure 6(a). The physical properties are those in Table 1. The 
system is divided into four straight pipe elements as shown in 
Figre 6(b) in which the local and global co-ordinates are rep
resented by lower case and upper case alphabets, respectively. 
Results are plotted in Figure 7. 

4.3 Simply-supported helical pipe 
The vibration and stability analysis of helical pipe conveying 
fluid is of special interest due to its wide application in 
industry. For instance, helical fuel rods containing flowing 
fluid are extensively used in heat exchangers in nuclear power 
plants [6]. The use of helical pipes in such heat exchangers 
is reported to reduce the stress level, hence proionging the 
service life of the heat exchanger. Other examples where heli
cal pipes find application include expansion loops in an oil 
pipeline. 

The simply-supported helical pipe considered here is divi
ded into twelve straight pipe elements as shown in Figure 8. 
The helixangle is 5°. The physical properties of every ele
ment are those of Table l. The results are plotted in Figure 9. 

5. DISCUSSION 

Referring to Figure 2, it is interesting to note that divergent 
type as well as oscillatory type instabilities occur. When the 
Coriolis effect is included in the analysis the first mode exhi
bits divergent instability at a critical velocity of about 8.4 
m/s. When the Coriolis effect is disregarded the curves corre
sponding to the first two modes loop to form a single curve 
exhibiting an oscillatory or flutter type of instability. 

For the clamped-clamped elbow pipe, however, the inclusion 
of the Coriolis term in the analysis has no significant bearing 
(see Figure 3). The experimental results tally excellently 
with predicted values for the first two modes within the range 
tested. The experimental results for the third mode are rRla
tively higher than their corresponding theoretical values. This 
reveals that the simple beam theory in Equation (l) cannot be 
employed to accurately predict higher mode resonant frequencies. 

Figure 4 indicates that results for the two-element repre
sentation are as accurate as those for the five-element approx
imation except for the second mode results. 
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6. CONCLUDING REMARKS 

As was pointed out in the introduction, a rigorous vibration 
and stability analysis for a piping system including a moving 
fluid can only be obtained using shell or three-dimensional 
theory. However, such analysis is very costly. The computer 
program, VAPSIMM, described in the foregoing sections, provides 
an economic alternative. It is user-friendly and applicable to 
microcomputer environment. 

Current and future efforts of VAPSIMM are concentrated in two 
directions. The first direction is developing graph-plotting 
capability while the second is further verification of the 
program. 
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Tab1e 1. Physir.a1 parameters 

Young's Modu1us 5.519 X 10 9 N/m 2 

Pipe inside diameter 17.7 mm 

Pipe wall thickness 1.9588 mm 

Pipe length 2.52984 m 

Mass of pipe per unit length 1.6668 kg/m 

Mass of fluid per unit length of pipe 0.23811 kg/m 

L 

L 

>------ LI ----! 

r------ L-----1 

(a) 2 ELEMENT MODEL ( b) 5 ELEMENT MODEL 

Figure 1. Elbow 
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COMPUTER AIDED DESIGN OF SHELL STRUCTURES 

H.Sardar Amin Sa1eh Katho1ic University Leuven 

Computationa1 Mechanics Centre, Southampton, U.K. 

INTRODUCTION 

How far can we go in the automatic design of she11 

structures and its numerica1 processing by computer? 

It is our intention to design any kind of she11 str

ucture in civi1 engineering with the graphica1 and 

numerica1 processing power of the computer. By desi

gn we mean to a11ow the user to define any shape of 

she11, like ci1inders, one-1eaf hyperbo1oid, e11ips

oids, hyperbo1ic paraboloids, conoids, cones, torus

ses and he1icoids, and to optimise it with regard to 

its strength and dimensions(Fig. 1-8 ). In other wo

rds to analyse it with a finite e1ement method and 

to eva1uate the resu1t(graphically) in order to adj

ust the ori~ina1 design in a convergent way. 

DESCRIPTION 

It is our aim to make a proto-type package, and for 

that purpose we deve1oped a1ready a great part. The 

preprccessing part has been deve1oped for hyperbo1ic 

parabo1oid she11 structures. This choice is arbitra

ry, we could as we11 have chosen a ci1indrica1 or a 

spherica1 or any other type of she11. 
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Fig. 1 Ci liner 

Fig . 2 Fig . 3 

One Leaf Hy perbo loi d Ellips oi d 

Fig . 4 Hyperboli c Parabolo id 
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Fig. 5 Conoid 

Fig. 6 Cone Fig. 7 Torus 

Fig. 8 Helicoid 
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DATA FLOW DIAGRAM 

Fig. A 

a ••...... normal feed back way 

b,c,d .••• internal ways 
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Starting our program, we can choose any type of 

shell(Fig. 1-8 and for a choosen type(e.g. Hypar 

we get a menu on the display to have an idea of the 

possibility of the program,consisting of five parts 

as are illustrated in the data flow diagram(Fig. A ) 

1. Definition and visualisation of Hyperbolic Para

boloid. 

2. Finite element model + Area / Valurne calculation. 

3. Preparation of SAP-IV input file. 

4. SAP-IV analyse. 

5. Postprocessing + Extraction of feed-back informa

tion. 

At any time we have the possibility to 

-start a new project. 

-repeat any part. 

-continue with next part or stop. 

The preprocesssing is divided in(the first) th

ree parts, mainly for economic use of computer-resou

rces and also for reason of splitting up the problern 

in to subproblems, afterwords we can always melt it 

back to one single part. Let's take a closer look to 

the different parts 

1. Definition and visualisation of Hyperbolic parab

oloid. 

Any Hypar can be defined by four corner points,in th

ree dimensions,(a,b,c), (k,l,rn), (p,q,r), (u,v,w) see 

Fig. C. The user has to specify also the number of 

lines(=number of intervals + I in each of the two 

directions " s " and " t " to describe the Hypar(Fig. 

B ) • 

To give an idea about the used method we have to 
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refere to LAGRANGE Interpolation Formula. The formula 

is the transfinite bilinear interpolation of which an 

exact description can be found in 

ter aided design of space fnr~s ' 

'surface for cornpu

from S.A.Coons. we 

picted out sorne qualitative considerations in order 

to have sorne feeling about the geometric model. 

Consider a surface F in three-dimensional space. F 

represents a relation frorn the (s,t)-surface in to 

3-dirnensional space F(s,t). Restricting the(s,t)-sur

face to a square(O,O),(I,O),(O,l) and (1,1), relating 

with a finite element that can serve to assernble a 

shell surface(Fig. B ). 

We are looking for a forrnula that allows us to calcu

late points of the surface based on the knowledge of 

sides of the square, i.e. F(s,O), F(s,I), F(O,t) and 

F(l,t). Required formula is 

R(s,t)~RI(s,t)+R2(s,t)-R3(s,t) ................. (I) 

With 

Rl(s,t)~(I-s)xF(O,t)+sxF(l,t) .................. (2) 

R2(s,t)~(I-t)xF(s,O)+txF(s, I) .................. (3) 

R3 ( s, t) ~ ( I- s) x ( I- t) xF ( 0, 0) + ( I- s) x t xF ( 0, I ) 

t 

u 

+s(I-t)xF(l,O)+sxtxF(l, I) 

I , I 1--..---,.--1......., . 
I .. -- '- .... . 
• , 

• . 
I 

• t - •••• 

--·:- ........ -;-----· 

z 

s 

X 

Fig. B 

...... ( 4) 

F(s,O) 
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So,formula 2 is merely a linear interpolation formula 

between the points F(O,t) and F(l,t). Thesepoints 

are infact two arbitrary points of the sides F(O,t) 

and F(l,t) so that the formula isatransfinite inte

rpolation formula between the given sides F(O,t) and 

F (I , t) . 

It is obvious in analogy, that formula 3 is an inter

polation formula between the given sides F(s,O) and 

F ( s, I) . 

Formula 4 is a bilinear interpolation formula between 

the four corner points of our surface, i.e. F(O,O), 

F(I,O), F(O,I) and F(l,l). required interploation fo

rmula is given by combination of RI,R2 and R3 as sta

ted in formula I. One can easily checkthatFand R 

are identical at the sides. However this method of 

describing surfaces is only exact for ruled surfaces, 

so far instance for the ellipsoids we use parameter 

equations instead. 

As the visualisation is meant to provide the user a 

good view, the shell is displayed in axonometric pro

jection (4/5/6) with hidden line removal(boundary 

lines always drawn) based on a simple algorithm using 

the scalar product of the view vector and the normal 

vector in a point on the surface. Infact the same al

gorithm is used to draw the the edge-lines where the 

visible part becomes invisible to avoid dead-end lin

es. The result is shown in Fig.C. 

In order to have a better view on the shell, rotation 

can be performed by any angle araund any axis in 3-D. 

Of cource at this stage it is quite easy to adjust 

any coordinate of the four corner points or to change 

the mesh-density. Finally we store all the informati' 

on necessary for the following parts in a file named 

INFO. 
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In preprocessing part we have some checks based 

on ideas of Artificial Intelligence(AI) to perform a 

good predesign. For instance when we give unnormal 

value of thickness for a certain span for our shell, 

the AI program(depending on knowledge data base)does 

not accept 

ue for the 

the value and it propose a reasonable val

thickness. At the end of this paper we gi-

ve more detail about AI in our program. 

2. Finite elment model + Area/Volume calculation. 

Once a reasonable concept is set up, we can prepare 

for finite element modeling. Shells with ruled surfa

ces can be mathematically modelled with a trnsfinite 

linear interpolation method which is also used to de

vide the structure in finite shell elements. 

We redraw our desiRned shell with complete(no hidden 

line removal) elewent modeling. This model can be co

mpletely visualised tagether with the projection of 

the hypar on a two dimensional plane to indicate the 

finite element generation with or without the automa

tic node and/or element numbering(Fig.D). 

To have an idea about the area covered by the shell, 

the surface area of the shell and the volume between 

zero-level and the surface area we have the options 

to calculate any combination of these items. As all 

nodal data and shell-element data is generated in th

LS part and visually checked, the data check option 

of the F.E. program (SAP-IV) is made superfluous reg

arding geometry. 

3. Proparation of SAP-IV input. 

Once part two has been finished we can write the data 

input file, named INSAP, for SAP-IV analysis interac

tiveley, with almost all the possibilities of SAP-IV 
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(u ,v,w) 

Fig . c 

Fig . D 
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features. Geometrical information is retrieved autom

atically while the user still has to provide material 

characteristics and load cases, although most of them 

are default for stell and concrete. 

As a special case we have the possibility of calcula

ting any plate by this program. 

4. SAP-IV analysis. 

When we have excuted all three parts we are able to 

submit the structure to SAP-IV, feedin it with the 

data file INSAP, for analysing and evaluating the 

results. 

5. Postprocessing + Extraction of feed-back 

information. 

The output of SAP-IV analysis ~s directed to differe

nt files holding information about displacements of 

the nodes,the moments and stresses ~n the elements. 

As far as displacements are concerned we are able to 

produce graphs of the deformed structure, eventually 

superposed to the original structure. Such a case is 

shown in Fig.E where a hypar has been submitted to a 

vertical distributed load. Of cource the deformations 

can be 'overscaled' to allow for a better view. 

Now we are working to visualise bending moment compo

nents and membrane stresses in contour-maps. 

Our intention ~s to integrate design rules and 

norms in a knowledge data base in order to deduce 

some information regarding adjustment of our design. 

The program will indicate to the user the dangeraus 

parts in the design but is left to the user to adjust 

his consept in a sensible way.The implementation of 

Artificial Intelligence to deduce some possible 
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actions, based on a knowledge data base, is our aim 

to help the user in selecting the possibile changes, 

by compairing values with build-in standards or expe

rience rules, and to have an easy feed-back for a 

good design. For this part a test program using the 

very high level programming language PROLOG is in 

progress. The AI-interface works on a VAX 750/Unix-

4.2BSD. The benefit from AI in this project is the 

modularity of the knowledge and the Separation from 

its use so that it can be adapted very easily. The 

design rules and norms are given to the expert system 

controller Cricket. It asks the user for specific da

ta, it searches for possible solutions by using the 

knowledge base, and it can give explanations in a 

kind of natural language(for a good solution). 

A problern is caused by the fact the presently prepar

ed preprocessor is written in FORTRAN and the postpr

ocessing in PROLOG. So we have some difficulties to 

make a link between both parts in two directions. The 

PROLOG should use numerical results from the FORTRAN 

program and the results of the PROLOG program have to 

be used by the FORTRAN program to improve the design. 

There is a possible solution by using the FORTRAN la

nguage for AI if we can make a good knowledge data 

base. Else we can create a file in FORTRAN containing 

the necessary information for the expert system and 

use this file for interactive processing of AI with 

PROLOG language. However this second method is not so 

elegant because the user has to change from one comp

uter to ohe other. 
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SSCAD ON A DESKTOP COMPUTER 

J.J. Jonatowski and D. Kautsoubis 

Space Structures Int. Corp., Plainview, NY, USA 

I NTRODUCTI ON 

Space Structures International Corp. is a designer, fabricator 
and installer of three-dimensional double-layer grid type struc
tures. Up to two years ago, the analyses of such structures 
were performed through a computer service bureau, utilizing a 
well known, commercially available, general purpese finite ele
ment program. The program could only perform analyses; it had 
no design capabilities. Although the program ran on the Cray-1 
computer which had extremely fast processing power, the actual 
turnareund time was not. Turnareund time was affected by the 
following factors: user priority which affected cost, system 
usage load on the service bureau and delivery of output re
sults. Because Space Structures did not have an on-site high 
speed printer and its location was somewhat distant from the 
service bureau, computer output results were delivered by mes
senger service and were normally available for review 24 hours 
after submittal of the computer run. In addition to the slow 
turnaround, the costs of messenger service and service bureau, 
which included batch processing, connect and storage charges, 
became too high. 

In order to reduce costs, shorten the analysis turnareund time, 
and improve the quality of the design process, an extensive 
study was conducted to determine alternatives to the service 
bureau. BotM present and future needs and requirements of the 
company were defined in detai l, and initi al costs and schedules 
of return on investment for different systems were investigated. 
Finally, it was determined that a microcomputer with custom 
software would be more effective and economical. 

Thus, approximately two years ago, a Hewlett-Packard Series 
200 Model 9836 microcomputer with a 10 meg. hard disk, 180 cps 
l"ine printer, and an 8-pen platter were acquired. A three
dimensional truss analysis program, originally developed by 
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Multitech Computer Services (Little Neck, NY), was converted to 
the HP computer. Custom pre- and post-processing modules were 
developed jointly by Space Structures and Multitech, and added 
to form a totally integrated computer-aided engineering system. 
This system has been named "SSCAD". 

SSCAO KNOWLEOGE SYSTEM : 
A TOTAL DESIGN, ENGINEERING, FABRICA TING 
AND MANAGEMENT SYSTEM. 

Fig. 1 - SSCAD System 

The SSCAD system has provided high productivity gains. For a 
project consisting of geometry and load generation, an average 
of three analyses, member and connection design, and final 
drawing generation, what used to take approximately 245 hours 
was reduced to 21 hours with the use of the above hardware (4). 

A year later, after the above success, it was decided to aug
ment the hardware configuration and install local access net
working capabilities. The present configuration consists of: 

- A shared resource manager; 
- A 135 meg. storage unit; 
- Two high speed spooler printers; 
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- One HP Series 500 Model 520 desktop computer (32 bit) 
with one disk drive, a 10 meg. hard disk, and local 
printer; 

- The original HP 9836 (16 bit) with two disk drives, a 
10 meg. hard disk, local printer and 8-pen platter; 

- Four HP 9816's (16 bit). Two of these units have two 
disk drives, local printer and 6-pen platter. 

10-35 

It should be noted that the 32-bit Model 520 executes at least 
ten times faster that the HP 9836 used in the original pro
ductivity gains study (4). 

SSCAD SYSTEM 

The SSCAD system is not just a computer-aided engineering sys
tem, but includes non-engineering functions (Figs. 1,2). How
ever, this paperwill deal only with the engineering functions 
of the system. 

SPACE STRUCTURES COMPUTER R I DEO ENG I t~EER I NG AND DESIGN S''J'STE~1 
STANDARD GEOMETRY VERSION: HP MODEL 500 SERIES 20 COMPUTER 
SSCAD SESSION START; Date: (25-Foib-85) Time-: <11:31) 

SSCAD MENU 

1. PRE-PROCESSING MENU 
2. ANALYSIS AND DESIG~l PROGRAM 
3. POST-PROCESSING MENU 

4. PROPOSAL DATA BASE PROGRAM 
5. PROJECT MANAGEMENT MENU 
6. WORD PROCESS I NG PROGRAM 
7, TERMINAL MANAGER < DATACOMM > PROGRAM 

8. EXIT SSCAD 

CHOOSE DES I RED OPTION 

Fig. 2 - SSCAD Main f1enu 

The menus and graphics used as illustrations herein were ob
tained as screen dumps from the Model 520. It should be noted 
that the HP 520 has color capabilities whose advantages in dis
playing data and graphics cannot be demonstrated in the black 
and white environment of this paper. 

-SPACE STRUCTURES COMPUTER AI DEO ENGINEERING AND DES I G~l :i:YSTEM 

STANDARD GEOMETRY 1/ERSION: HP MODEL 500 SERIES 20 COMPUTER 
SSCAD SESSION START: Date: <25-Feb-85) Time: (11:31> 

PRE-PROCESS HIG MENU 

1. GEOMETRY PROGRAM 
2. DOMEDESIGN PROGRAM 
3, LOAD 1 NG PROGRAM 
4. SSCAD: EXPANDED GEOMETRY '"ERS I ON 

5. MAI N SSCAD MEHU 

Fig. 3 - SSCAD Pre-Processing Menu 
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GEOMETRY MENU 

1. SPACEFRAME GEOMETRY GENERAT ION 
2. SPACEFRAME GEOMETRY GRAPH I CS 
3. SPACEFRAME GEOMETRY MODI F I CAT I ON 
4. SPACEFRAME GEOMETRY INFORMATION 
S. SPACEFRAME GEOMETRY RE-STRUCTURIN(; 
6. SPACEFRAME GEOMETRY STORAGE TQ/FROM D I SC 
7. EX I T GEOMETRY PROGRAM 

INPUT DESIRED OPTION 

Fig. 4 - SSCAD Geometry Menu 

The engineering functions of SSCAD (Fig. 2) can be 
divided in the following groups: 

- Modeling, member properties, loading and support 
conditions generation (pre-processing); 

- Ahalysis, and primary member and connection design; 
- Review of analysis and design, secondary com-

ponent design, and fabrication assembly and 
erection drawings (post-processing). 

All three functions are integrated using a network of menus 
and speci ally programmed keys. The engineer has no commands 
to memorize because all the possible options available to him 
at any given time are displayed and, if necessary explained 
on the screen. The advantage of SSCAD over other systems is 
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CHOOSE SPACEFRAME S'!STEM: 

GENERAT I ON: 
SYSTEM: 

Fig. 5 - Type of Structures 

CHOOSE GEOMETRY TYPE: 

AUTOMATIC 
FLAT PLANE 

ll!!=II"3=WM~@-ii!!W=!-=@111iiii=9WMI- ir:miiJ•IWII=#I3M~======== - •~mw;u,.ama 

GENERAT I ON: 
SYSTEM: 

Fig. 6 - Type of Geometries 

SPACEFRAME MODI F I CATI ON MENU 

1. BLAST MENU 
2. CREATE MENU 
3. CHANGE MENU 
4. MAIN MENU 

SPACEFRAME BLAST MENU 

1. BLAST AWAY UNWANTED HUBS <GRAPHICALLY) 
2. BLAST AWAY UNWANTED STRUTS <GRAPH I CALL Y l 
3. DELETE HUBS AND STRUTS <NUMERI CALL Y) 
4. MAIN MENU 

SPACEFRAME CHANGE MENU 

1. CHANCE HUBS AND STRUTS <NUMERI CALL Y) 

2. SHIFT HUBS <GRAPHICALLY) 
3. FOLD SPACEFRAME <GRAPH I CALL Y) 
4. MODI FY STRUT STATUS <GRAPH I CALL Yl 
5. MODIFY HUB STATUS <GRAPHICALLY> 
6. MAIN MENU 

Fig. 7 - SSCAD Geometry Modification Options 

AUTOMAT I C 
FLAT PLANE 
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extensive utilization of graphics to communicate in
formation to the engineer. By graphically generating and 
reviewing data, the engineer can input and interpret more 
information, more efficientlv, v1ith less error. 

['.,../f'\-.~/J'-/1"-/ 1',/ 1"- / 1"-./f'\-./ ['.../ I'>/ 1'-,/ '·./ "-..../ "-..../ 

'~l*i:: 
~/)',/ l', ~""· ,/' l" l./~"- / !'. I/ I"'. /I"'. 1/ " " I'- I/ I"'. "" 1'-V I'-1/ 'I/ 1'- 1/ 1'-... 

~1 
1'-1/ /I'-, '-1/1'- / 1'-V I'-1/ / 

~~ ~ \:./ '-/'> / "'.I/ "'./"'.V'> / I-... V I'--V 1'--/ '-/ '-/ "-..../ 
Vi'- " · vl"-vr' /['. /"-..../'-/1"-V I'-V I"'. V'- /'- /'-V'-·-i- - i-, -i~' 

"/I"'./ I/ / / 1/ '-./ I'-... IV 1'-... " ~ :· :" * /I',/ I"' / I", /'- /'\/1'\ V I\. V I'\. V'- L'- /'- V'-
(-J/ r, l,...i-....lv i/ '. I/ ' i/ " \Jv '-.iV 1'-IV I'-... V 1'-... V 
1/ '-..V "-/ '-... /'-... 1/'-... 1/'-... 1/'-. '-...1/" 1/'-...V 

y 

Lx 

L~L "'/ I"'./ 1'-/ 1',/ 1',/ '-.../ 1'-,/ I"'./ I"'./ I" V 
/ '-...1/1'-... / 1'-... I/ 1'-1/ 1'-... 1/ 1'-... 

" /Ii' / 1'-...1/ " '-...1/ 1'-...1/ 1'-... 1/ 1'-... 1/ 
L"'\., /Ii' /I'- VI'- /'-. V I"'. VI'- Vi'- VI'- /'-... /I'- / I'\ /I'-/I'-

1'-1/ 1'-.../ ."-./ 1'-.../ / 1'-V i'\1/ ''""' I"'. V I"'. V I"'./ 
1'-1/ /'-... I/ I'- / / 1'-/1'-. 

~',/"-.... I/I"'. /I'-1/1'- ' ' "-..../ 1'\/ I/ IV 
1'-1/ / /'-... /I'- I/ I'\ " 'V I'\ V "-..../ I'\/ 1'./ '\ 
/ 1'-... / I'-.. 1/ 1'-... 1/ 1'-... 1'-. / 1/ V 
'\/'-... '-, '-.../'\ 1/'-...1/ 1/ " " 

y 

Lx 
Fig. 8 - Use of Graphics Box to Delete Members and Joints 

Modeling Function 
The geometry generation subprogram may be accessed by 
successively selecting option l from Figs. 2, 3 and 4. 
The engineer then selects the type of structure (Fig. 5) 
and geometry (Fig. 6) by pressing the appropriate func-
tion key. Overall dimensions of the structure are then 
entered and within seconds, the system generates all the 
coordinates and connectivities for that geometry. Using 
a graphics subprogram, the engineer can graphically dis
play the structure. Plan views, elevations, perspectives 
with zooming capabilities are available. The engineer could 
then use a variety of options to graphica11y modify his 
original structure (Fig. 7). In order to quickly modify 
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Fig. 9 - Example of Folding 
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the geometry, each subprogram inc1udes a graphica1 box which 
is superimposed over a chosen view. This box can be shifted, 
sca1ed, or rotated using function keys to iso1ate any part 
of the structure within the box. Once the desired part of the 
structure is within the box, the engineer can specify any 
of a number of different functions to be performed on1y on 
those components. These functions, among others, inc1ude 
de1etion, creation, shifting and rotation of components 
of the structure. Figure 8 i11ustrates the use of the 
graphics box to de1ete a corner of the structure. The fo1d
ing of the structure may be done by identifying graphica11y 
two points (Fig. 9) about which the structure is to be bent 
by a specified number of degrees. 

I:JII ·Mill?IIMjl!j·J;IIIiili 
LC : 1 FKt Q FY: 0 FZ•-10 
STATUSt I 

--------------------- -----, 

y 

Lx 

Fig. 10- Loading of Structure Graphica11y 

Once the geometry has been comp1eted, the engineer can 
graphica1ly generate loads, supports and member properties. 
For example, by specifying the type and magnitude of a par
ticular force and iso1ating a section of the structure, the 
engineer can generate the specified force on every compon
ent within the box (Fig. 10). 
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Analysis and Primary Design Functions 

Analysis function The analysis function of SSCAD consists 
of a three-dimensional truss analysis program utilizing 
the conventional finite element displacement method (1J9). 
The efficiency of a finite element program is influenced 
by the method used for the solution of the equations. Some 
of the available procedures that could have been used range 
from iterative methods such as the Gauss-Seidel technique 
(6) to direct Gaussian elimination schemes. SSCAD utilizes 
the frontal equation solution technique originated by Irons 
(3). This procedure minimizes computer core size require
ments and the number of arithmetic operations (2). 

Primary design function In the design phase, the structure 
is designed to meet minimum strength requirements. Thus 
every member is designed for the worst load cases according 
to AAl (7) ro AISC (8) specifications depending upon whether 
the material used is aluminum or steel. Also designed are 
Connections and joints. Figure 11 shows a typical page of 
the printed design results. Foreach member, the worst 
tension and compression load cases with the actual forces are 
identified. The printout shows the size of sections selected 
and its maximum allowable tensile and compressive carrying 
capacity. Also shown is the computer designed connection 
consisting of size and number of bolts required with its 
allowable capacity in shear and bearing. The stress ratios 
column on the right side of the table show, for each member 
and its connection, the percentage of actual stress to al
lowable. This information gives an indication of reserve 
strength for the structure. 

Post-processing 
After the analysis has been performed, the engineer may 
choose to review the analysis results prior to performing 
the primary design. The results may be presented numerically 
or graphically. Displacements can be presented by graphically 
displaying the deformed structure from any view using any de
gree of deflection magnification. Multi-colored plots of 
member forces, where each color represents a different range 
of magnitude of forces, can be used to identify different 
stress levels and their location in the struture. This in
formation combined with joint deflections are valuable for 
comprehending the behavior of the structure. They may iden
tify subtle problems or prompt changes resulting in a more 
efficiently engineered structure which otherwise would not 
have been noticed by reviewing numerical data. 

Similar to analysis, primary design results may be presented 
graphically and changed to account for material availability 
and other factors. Graphical presentation of the design re
sults consist of plots of the structure using different colors 
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for the selected member sizes. 

Secondary design is performed at this level of the SSCAD 
system. Secondary design consists of designing the different 
sub-components of what forms a joint and all the parts re
quired to properly fasten the members to the appropriate 
joints. Summations of number of different components are gen
erated for purchasing. Fabrication drawings (Fig. 12), bill 
of materials, assembly drawings and erection drawings are also 
generated. 

CONCLUSION 

SSCAD has proven to be an effective tool in the engineering 
and design of three-dimensional double-layer grid systems. 
This system is continually being expanded to perform as many 
functions as possible to automate Space Structures. 
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COMPUTER PROGRAMME FOR ANALYSIS OF REINFORCED 
CONCRETE STRUCTURES 

M.Sekulovic, 2.Prascevic 

Civil Engineering Faculty, University of Belgrade, Yugoslavia 

1 . I NTRODUCTI ON 

The computer programme for the analysis of plane reinforced 
concrete structures, which is developed at our Engineering 
Computing Centre, is described in this paper. The programme 
concerns reinforced concrete structures with straight and 
curvilinear elements and enables us to find the displacements 
and internal member forces according to the first and second 
order theory, taking into account creep and shrinkage effects 
of concrete. The theoretical basis for this programme is very 
deta i 11 y descri bed in the authors previ ous works ( (5) , ( 6) (7} ) , 
and here will be presented the basic formulae only. The finite 
element method in isoparametric formulation is used in this 
analysis and this computer programme is written out in FORTRAN 
programming language and adopted for the DEC 20 computing 
system. 

2. CONSTITUTIVE EQUATIONS FOR STEEL AND CONCRETE 

A reinforced concrete member is composed from two materials 
steel and concrete with different rheological properties. Steel 
is assumed as an elastic material, while concrete under perma
nent loads exibits creep and shrinkage during time. For the 
periodic loads and effects (wind, snow, temperature changes 
etc.) concrete is also treated as an elastic material. 

According to this assumptions the constitutive equations 
are: 

- for steel 

E s (t) = a (t) + E s 8 (t), s s s s 
( 1 ) 

- for concrete 
Ec~(t)sc(t) = ac(t)+~(t)ac(t1 J+Ec~(t)(s8h(t)+s8 (t)) (2) 
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t 1 is the age of concrete at the first loading, while t is 
the current time, 

Es(t)~ cr8 (t) and Ea(tJ~ oa(t) are strains and stresses in 
steel and concrete respective1y. 

E8h(t) and Ee(t) .are strains due to shrinkage and tempera
ture c~anges respect1vely. 

E8 h(t) and Ee(t) are strains due to shrinkage and tempera
ture c~anges respectively 

E8 is the modulus of elasticity for steel. 
Eq.(2) is the simplified algebraic stress-strain relation

ship for concrete proposed by several authors ((1) ,(2),(9),(10) 
). The coefficient q(t) and the effective modulus Eam(t) for 
concrete depend upon a shosen rheological model for concrete 
and can be calculated by the next expressions: 

E (t) 
Ea<P(t) = __ a __ 

1+xrt~ t 1J 

cprt~ t 1J (1-xrt~ t 1J J 
q(t) = 

1+xrt~ t1 Jcprt~ t 1J 

Ea(t) is the modulus of elasticity for concrete, 
<jJ(t~ t 1J is the creep coefficient. . 
xrt~t1 J is the agening coefficient wh1ch depends 

(3) 

upon the age of concrete a~ 1oaa1ng, ~1me unaer 1oaa ana memoer 
dimensions. The values of this coefficient for different creep 
functions (ACI, CEB-FIP) can be found in literature ((1) ,(4)). 

3. ISOPARAMETRie CURVILINEAR ELEMENT AND STIFFNESS r1ATRICES 

This computer programme is prepared for a structural system 
containing straight and curvilinear elements, which may be pri
smatic or nonprismatic. To formulate the stiffness matrices for 
the elements, the isoparametric formulation have been used, as 
it described in previous authors' work (6). 

Local coordinates x~ y and displacements u~ v of any point 
are expressed by the Coordinates (xi~ Yi~ xJ~ Yj) and displace
ments (Ui~ vi~ uj~ Vj) of the nodal points Dy tne same shape 
functions 

X =X. (1-[,)/2 + X .(1+[,)/2 
1.- J {4) 

u = u.(l-[,)/2 + u.(1+[,)/2 
1.- J 

- - dy - f!Jt_ y- N.([,)y.+N.([,)(d~) + N.([,)y.+N.([,)(d~) 
1.- 1.-1.- <,• J JJ <,• 

1.- J (5) 
- dv - dv 

V = N. ([,)V .+N. ([,) (d~) + N .([,)V .+N .([,) (d~) 
1.- 1.- 1.- s. .1 J J s . 

1.- - J 
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where 

N. (~J 
1.-

N/~) = 

10-47 

(-1-~+~2+~3)/4 . 
(6) 

cJ, ·-t</Jj ~ . ~-

To obtain the values of the stiffness matrices and vectors 
of the equivalent nodal forces for some element, the values of 
the areas of concrete and steel cross-section (Ac~ A8 ) at any 
point are expressed by the areas of cross-sections at nodal 
points (Aci~ Acj~ Asi~ A8 j ) · The moments of the inertia of the 
concrete and steel cross-section (Ic~ I 8 ) are expressed by the 
moments of inertia ( Ici~ Icj~ Isi~ I 8 j ) using shape function 
( 6). 

Further procedure for the member stiffness matrix formula
tion is similar as for the elastic element composed f rom two 
different materials: steel and concrete. Numerical values of 
the stiffness matrix elements and equivalent nodal forces, are 
obtained by the Gauss-Legendre quadrature for the local coordi
nate system xy , and then after transformation from the local 
to the global coordinate system XY are assembled the global 
stiffness matrices and vectors for the whole structure. 

4. PHASES OF LOADING 

The sustained load in the first two phases is only taken 
into account. The first phase corresponds to the moment of time 
t =t1 when coefficients ~=0~ q=O and shrinkage s$=0 , so that the 
structure behaves a s an elastic system . The equl1ibrium equati
ons in this phase are 

r (s) +(s) +(s) J {6} 1 = { QJ1 c s g (7) 

where 
(s)c and (s)8 are contributions of the concrete and steel 

parts to the stiffness matri x of the assembled structure, 
{QPJ 1 is the vect or of generalized nodal forces due to 
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external load in this phase. 
{ß} 1 is the vector of generalized nodal displacements in 

phase 1. 
The second phase of the sustained load corresponds to the 

given coefficient ~(t,t1 J at curent timet with equilibrium 
equations: 

((s)c~+(s)s+(s)gJ{ß}2 ~ {~}2+{Qsh}2+q(t) (sc){ß}l (8) 

{~} 2 and {Q3 h} 2 are the vectors of generalized nodal for
ces due to external sustained load shrinkage respectively. 

The elements of the matrix (sc~) are calculated in the same 
way as the elements of the matrix lSc) substituting Ec(t) by 
Ec~(t). 

In the subsequent phases (m~2,3,4 ... ) the structure is ass
umed as an elastic system under periodic loads (wind, snow, 
temperature shanges, siesmic forces etc.), so that equilibrium 
equation are 

(9) 

(m~2,3,4 ... ) 

{~}k and {Q8}k are the vectors of the generalized nodal 
forces due to external loads and the temperature change in the 
phase k. 

Solving the equilibrium equations, taking into account pre
scribed joint displacements, we obtain the values of the gene
ralized displacements {ß}k (k~1,2,3 ... ) in the global coordina
te system in every phase. Transforming these displacements from 
the global coordinates (O,X,Y) to the local coordinates of the 
member k we can determine the internal member forces by the 
following expressions. 

{r} 1 ~ ((s)c+(s) 3 +(s)gJ {8} 1 - {qP} 1 phase 1 

{r} 2 ~ ((sb~)+(s) 3+(s)gJ{8} 2-q(tJ(s)c{8} 1 -{qP} 2 phase 2 

{r} 3 ~ ((s) +(s) ) {8} - {qP} - {qe} - {qP} 
c s m m m 2 

1s)\ and (s)~ are the stiffness matrices of the member k, 
qp) and (q8; are the vectors of the equivalent nodal for

ces u~ to external load and temperature changes. 
{r} is the vector of the member internal forces. 
{6} is the vector of the generalized nodal displacements in 

local coordinates. 
These vector written in the transposed form are 
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T 
qj3} {q} = {qil' qi2' qi3' qjl' qj2' 

T M .} {r} = {Ni, Ti, Mi, Nj, Tj, 
J 

{eS} = {u ., vi' cpi' U-i" vj" cp .} 
1- ~ J 

Fig. 2 

5. FLOW CHART OF COMPUTER PROGRM1 AND EXAMPLE 

The flow chart of the computer program is shown in Fig. 4. 
For each phase of loading the problern is solved firstly accor
ding to the theory of first order and after that according to 
the theory of second order. 

The program contains nine subroutines. 
Input data are: 

Card (1): Title of the problem. 
Cards (2J:Number of members, joints, supports and loads. 
Card (3): ·JOINT COORDINATES - leading card. 
Cards (4J:Number of joint, global joint coordinates X,Y. 
Card (5): MEMBER INCIDENCES AND MEMBER TYPE - leading card. 
Cards (6):Number of member, number of left joint, number of 

right joint, member type (0 - straight element with 
fixed ends, 1 - straight element with the left hinged 
and the right fixed end, 2 - straight element with 
the left fixed and the righd hinged end, 3 - straight 
element with the both hinged ends, 4- curvilinear 
el ement). 

Card (7): GEDr~ETRICAL PROPERTIES - loading card. 
Cards (8J:Number of member, then at left and right end areas of 

concrete corss-section, areas of the steel cross-sec
tion moments of inertia of concrete cross-section, 
moments of inertia of steel cross-section, statical 
moments of concrete cross-section statical moments 
of steel cross-section, and for the curvilinear ele
ment: slopes of tangent on the element axis at left 
and right joint in the global coordinates (dX/dY). 

Card (9): MATERIAL PROPERTIES - leading card. 
Card (lO):Moduli of elasticity for concrete and steel, creep 

coefficient, coefficient of agening and shrinkage of 
concrete. 

Card (ll):PRESCRIBED JOINT DISPLACEMENTS - leading card. 
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Cards (12): 

Card (13): 
Card (14): 
Card (15): 

Card (16): 
Cards (17): 

Card (18): 
Cards (19): 

Cards (20): 
Card (21): 

Number of joint, prescribed joint displacement in 
X and Y directions and rotations. If some displace-
ment is unlimited then put any number greater then 
1. 
PHASE OF LOADING - l oddi ng caird. 
NUr~BER OF LOADED JOINTS AND ~1Er1BERS - l oad i ng card. 
Number of loaded joints and members. If temperatu
re changes are taken into account then third number 
i s 1 , e l se 0. 
JOINT LOADS - leading card. 
Number of joint, components of external forces in 
global Coordinates (F .,Fu) and concentraded moment. 
MH1BER LOADS - leading card. 
Number of member, components of the external dist
ributed loads in local member coordinates and dis-
tributed external moments at left and right joint 
respectively. 
TEMPERATURE CHANGES- leading card for loading 3,4 .. 
Number of member, temperature rise of the member 
axis, temperature diference 6t between the top and 
botton edges of the cross-section divided by the 
depth h(M/hJ. 

In the third and next phases of loading the periodic, loads 
and temperature changes have to inputed only. 

Input and output data are presented for one reinforced con
crete arch (Fig. 3) in the next example. 

-- -~- _l __ l_-t Loading 3 

Q l ~I I ~ l tit I l ! I ~t l } I Jrn Loading 2 

Ol1 t-.,l--;t--,t___,t,__i.--tr--t......-t--t ,--l' .--, .--, ,--t rrri1 Loading 1 

8 

@ 

Fig. 3 



www.manaraa.com

10-51 

INPUT 
Input data defining geometry, structural topology 

and material prop rties 

t 
-""" Phase of loading = 1, 2, 3, ..... 

I 
~ 

LOAD 
Input data defining loading in the current phase 

-- _ _L~---rl Number of theory = 1, 2 (the first and second 
order) 

t 
STIFMB 

Evaluate the stiffness matrix and for each elem-
ent in local coordinates 

+ 
LOADMB 

Evaluate the nodal forces for each element in the 
local coordinates 

t 
ASSESF 

Assemble the global stiffness matrix and load vec-
tors an formulate the system of linear equations 

E t PRESCR 
e the system of linear equations taking into 
account prescribed displacements 

~ 
LINEQ 

Solve the sistem of linear equations to obtain 
nodal displacements in the global coordinates 

' INTFOR 
Calculate and print the internal forces for each 

element 

v 
REACT 

Calculate and print forces reactions. Print joint 
displacements 

l END I 
Fig. 4 
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REINFORCED CONCRETE ARCH - EXAMPLE 
NUHBER OF JOINTS,MEMBERS,SUPPORTS AND LOADS 
NUMBER OF JOINTS 9 
NUMBER OF MEMBERS 8 
NUMBER OF SUPPORTS 2 
NUMBER OF LOADINGS 3 
JOINT COORDINATES 
1 0. 0. 
2 24.15 12.075 
3 48.3 20.700 
4 72.45 25.875 
5 96.60 27.600 
6 120.75 25.875 
7 144.90 20.700 
s 169.05 12.075 
9 193.20 o.ooo 
MEMBER INCIDENCES AND MEMBER TIPE 
1 1 2 4 
2 2 3 4 
3 3 4 4 
4 4 5 4 
:5 5 6 4 
6 6 7 4 
7 7 8 4 
B 8 9 4 
GEOMETRICAL PROPERliES 
1 7.8 4.7 o.o62 o.045 5.83 s.2s o.o1so2 o.o635 
0.571429 0.42857 
2 4.7 4.49 0.045 0.041 5.25 5.47 0.0635 0.0661 
0.42857 0.28571 
3 4.49 4.35 0.041 0.039 5.47 5.70 0.0661 0.0700 
0.28571 0.14296 
4 4.35 4.20 0.039 0.041 5.70 6.00 0.0700 0.0736 
0.14286 o. 
s 4.2o 4.35 o.o41 o.o39 5.47 5.25 o.o&61 o.o63s 
o. -.14286 
6 4.35 4.49 0.039 0.041 5.7 5.47 0.070 0.0661 
-0.14286 -0.28571 
7 4.49 4.7 0.041 0.045 5.47 5.25 0.0661 0.0635 

-0.28571 -0.42857 
8 4.7 7.8 0.045 0.062 5.25 5.83 0.0635 0.07502 
-0.42857 -0.571429 
MODUL! OF ELASTICITY,CREEP CDEFICIENT AND SHRINKAGE 

38000000. 200000000. 2.5 0.8 0.00015 
PRESCRIBED JOINT DISPLACEMENTS 
1 o. o. o. 
9 o. o. o. 
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PHASE OF ~OADING 1 - DEAD LOAD 
NUMBER OF LOADED JOINTS AND MEMBERS 
0 B 0 
MEHBER LOAD 
1 -96.74 -46.29 -169.31 -108.0 o. 
2 -46.29 -30.84 -108.00 -107.93 o. 
3 -30.84 -15.38 -107.93 -107.66 o. 
4 -15.38 -o. -107.66 -1os.oo o. 
s o. 15.38 -105.00 -107.66 o. 
6 15.38 30.84 -107.66 -107.93 o. 
7 30.84 46.29 -107.93 -108.00 o. 
8 46.29 96.74 -108.00 -169.31 o. 
PHASE OF LOADJNG 2 - COMPLETE DEAD LOAD 
NUMBER OF LOADED JOINTS AND MEMBERS 

7 8 0 
JOINT LOAD 
2 o. -2476. o. 
3 o. -2093. o. 
4 o. -1868. o. 
5 o. -1824. o. 
6 o. ····1868 o. 
7 o. -2093. o. 
8 o. -··2476. o. 
HEMBER LOAD 
1 -96.74 -46.29 
2 -46.29 -30.84 
3 -30.84~ -15.38 
4 -·1:5.38 -o. 
5 o. 15.38 

-169.31 -108.0 o. 
-108.00 -107.93 o. 
-107.93 -107.66 o. 
-107.66 -105.00 o. 

-105.00 -107.66 o. 
-107.66 -107.93 o. 
-1 07 + 9.3 -·1 08 + 00 0 + 

-108.00 -169.31 o. 

6 1~.38 30.94 
7 30.84 46.29 
8 46.29 96.74 
PHASE OF LOADING 
NUMBER OF LOADED 
4 0 0 

3 - DEAD AND LIVE LOAD 
JOINTS AND MEMBERS 

JOINT LOADS 
2 0 -1087. o. 
3 o. -1087. o. 
4 o. -1087. o. 
5 o. -·543. o. 

10-53 
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THEORY OF 1 ORDER, PHASE OF LOADING 1 

MODUL! OF ELASTICITY 

FOR STE~L! ES = 0"20Ef09 

FOR CONCRETE! EC = 0.38E+08 ECF = 0.38Et08 RO O. 

INTERNAL FORCES 

ELE- JO- AXIAL SHEAR BENDING 
MENT INT FORCE FORCE MOMENT 

1 4 22325.18 1588.96 16649.52 .. 
1 2 -20290.70 -273' 15 1015.14 
2 2 20290.70 273.15 -1015.14 
2 3 -19286.03 -.s + 98 2584.48 
3 3 19296.03 5.98 -2584.48 
3 4 -18720.76 67.13 1134.15 
4 4 18720.76 -67.13 -1134.15 
4 5 -16539.80 0.02 51.52 
5 5 19539.80 -0.02 -51.52 
5 6 -19720.77 -67.09 1126.00 
6 6 18720.77 67.09 -1126.00 
6 7 -19286.04 6.02 2581.01 
7 7 19286.04 -6.02 -2581~01 

7 8 -20290.71 273.1S 1013.17 
8 e 20290.71 -273.18 -1013.17 
8 9 -22325.20 1588.99 -16651.60 

FORCE REACTIONS 

JOIIH FORCE X FORCE Y MOMENT 

1 18595,34 12456.00 16649.52 
9 -18595.34 12456.04 -16651.60 

JOINT DISPLACEMENTS 

JOINT DISPL X DISPL Y ROTATION 

:t 0,.00000 o.ooooo o.ooooo 
2 0.00328 -o. o:t19.3 -0.00053 
3 0.00437 ·0.02296 -0.00026 
4 0.00258 -0.02697 -0.00005 
5 -0.00000 -0.02753 -0.00000 
6 -0.00258 -0.02700 0.00005 
7 -0.00437 -0.02298 0.00026 
8 -o.oo32a -0.01194 0.00053 
9 o.ooooo o.ooooo o.ooooo 
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THEORY OF 2 ORDER, PI-lASE OF LOADH~ß 1 

MODUL! OF ELASTICITY 

FOR STEEL! ES = 0.20E+09 

FOR CONCRETE~ EC = 0,38Et08 ECF :: 0.3BE+08 RD = o. 

INTERNAL FORCES 

ELE- JO- AXIAL SHEAR BENDING 
MENT INT FORCE FORCE MOMENT 

1 1 22355.90 1571.40 16639.74 
1 2 -20323.22 -259.21 1009.22 
2 2 20323.22 259.21 -1.009.22 
2 3 -19320.05 3.74 2640. 15 
3 3 19320.05 -3.74 ·-2640. 15 
3 4 -18755.79 72.13 1137,.78 
4 4 18755.79 -72.13 -1.137.78 
4 5 -18575.18 0.02 17.05 
5 5 18575.18 -0.02 -17.05 
5 6 -18755.79 -72.09 1.1.30 .59 
6 6 18755.79 72.09 -1130.59 
6 7 -19320.06 -3.70 2636.86 
7 7 19320.06 3.70 -2636.86 
7 8 -20323.23 259.24 1007.16 
8 B 20323.23 -259.24 -1007.16 
B 9 -22355.92 1571.44 -16641.99 

FORCE REACTIONS 

JOINT FORCE X FORCE Y MOMENT 

l 18630.72 12456.00 16639.74 
9 -18630.72 12456.04 -16641.99 

JOINT DISPLACEMENTS 

JOINT DISPL X DISPL y ROTATION 

1 o.ooooo o.ooooo o.ooooo 
2 0.00329 -0.01.196 -0.00053 
3 0.00439 -0.02304 -0.00026 
4 0.00258 ·-0.02700 -o.oooos 
s -0.00000 -0.02753 -o .. ooooo 
6 -0.00259 ·-0. 02704 o*cooos 
7 -0.00439 ·-0.02305 0.0002-6 
8 -0.00329 ·-0.01196 0.0005.3 
9 o.ooooo 0*00000 0.0•')000 
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THEORY OF 1 ORDER, PHASE OF LDADING 2 

FOR CONCRETE: EC = 0.38E+08 ECF ~ 0.13Et08 

CREEP COEFFICIENT = 2.50 SHRINKAGE 0.00015 

COEFFICIENT OF ABENING = .800 RO = 0.167 

INTERNAL FORCES 

EU> 
MENl 

1 
1 
2 
2 
3 
3 
4 
4 
5 
5 
6 
6 
7 
7 
8 
8 

JO
INT 

1 
2 
2 
3 
3 
4 
4 
s 
5 
6 
6 
7 
7 
8 
8 
9 

AXIAL 
FORCE 

37594.71 
-35490.45 

34515,.11. 
-33496.93 
32921.95 

-32366.64 
32102.46 

-31927.08 
31927.08 

-32102.47 
32366 .. 65 

-32921.96 
33496 ,.9:5" 

-34515.14 
35490.48 
-37594~74 

SHEAR. 

FORC~ 

1327.71 
-1754.44 

-521.36 
-1013.76 
-998.71 
-791.63 

-1057.59 
·-911.97 
-912.03 

-1057.52 
-791.70 
-998 .. 64 

-1013.83 
-~21.30 

-1754.50 
1327.77 

BE:NDING 
HO ME: NT 

23264.26 
7089.44 

-7089.44 
9273.21 

·-9273. 21 
5435.84 
-543s~e4 

3393.66 
-3393.6-6 

5426.57 
-5426.57 

9269.12 
-9269.1.2 

7086 .. 87 
-7086.87 

-23267.37 

FORCE REf.lCTIONS 

JOINT FORCE X F"ORCE '( MOMENT 

1 31982.61 19804.98 23264.26 
9 -31982r61 19805.05 -23267 ... 37 

JOINT DISPLACEMENTS 

JOINT 

1 
2 
3 
4 
5 
6 
7 
8 
9 

DISPL X 

o.ooooo 
0.01655 
0.02206 
0.01268 

-0.00001 
-0.01271 
-0.02207 
-0.01656 
o.ooooo 

DISPL Y 

o.ooooo 
-0.05951 
-0.11367 
-0.13024 
-0.13161 
-0 + 13035 
-0.11372 
-0.05952 
o.ooooo 

ROTATION 

o.ooooo 
-0.00272 
~0.0011.9 

-0.00013 
-0.00000 

0.00013 
0.00119 
0.00272 
o.ooooo 
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THEORY OF 1 ORDER, PHASE OF LOADINS 3 

MODUL! Of ELASTICITY 

FOR STEEL: ES = 0.20E+09 

FDR CONCRETft EC ~ 0.38Et08 ECr = 0.38Et08 

INTERNAL F"Of\CES 

ELE- JO- AXIAL SI-IEAR BENDING 
MENT INT FORCE FORCE HOHE NT 

1 1 42464.66 1875.53 41186.95 
1 2 -40266.20 -2853.90 10048.95 
2 2 38862.67 -421.01 -10048.95 
2 3 -37797402 -1662.22 20498.30 
3 3 36923.42 -1395.43 -20498.30 
3 4 -36384.90 -942 .. 69 15680.64 
4 4 35966.99 -·1982. 61 -1!5680 .. 64 
4 5 -35883.58 -542.78 4662.88 
5 5 35883.58 -1824·22 -4662.88 
5 6 -36148.22 ·-714. 06 -1562.75 
6 6 36412.40 -1135.17 1562.75 
6 7 -36976.84 -1208.48 1941.29 
7 7 37551.82 -903,99 -1941.29 
7 8 -3gsu.o7 -1241.41 ~!543.25 

B a 39496•41 -1034.39 -!5543.25 
8 9 -41482-52 156.79 -5779.60 

FORCE REACTlONS 

JOINT FORCE X FORCE Y MOMENT 

1 35939.12 22696.80 41186.95 
9 -35939.:12 20717.23 ·-5779r60 

JOINT DISPLACEMENTS 

JOINT DISPL X DIS Pt. y ROTATION 

1 o.ooooo o.ooooo o.ooooo 
2 0.02439 -0.07675 -0.00-369 
_3 0.03594 -0.14876 -0.00151 
4 0.02529 -0.16102 0.00053 
5 0.0.1049 -0,13826 0. 00114 
6 -0.00103 -0.11149 o.oooee 
7 -0.00948 -·0,.09689 0.00105 
e -0.00~24 -0.04541 0.00193 
9 o.ooooo o.ooooo o~ooooo 
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THEORY OF 2 ORDER, PHASE OF LOADING 3 

MODUL! OF ELASTICITY 

FOR STEEL: ES :::: 0. 20E t09 

FOR CONCRETE: EC = 0.38Et08 ECF - 0.38Et08 

INTERNAL FORCE:S 

ELE
MENT 

1 
1 
2 
2 
3 
3 
4 
4 
5 
5 
6 
6 
7 
7 
8 
8 

JO- AXIAL. 
INT FORCE 

:1 42483.29 
2 -40284.77 
2 38881 .• 24 
3 -3781~L 25 
3 36941.64 
4 -36402.42 
4 35984.51 
5 -::35900.03 
5 35900.03 
6 -36163.26 
6 36427.44 
7 -36990.24 
7 37565.23 
8 -38522.73 
8 39498.07 
9 -41492.45 

FORCE REACTIONS 

SHEAR 
FORCE 

1874.98 
-2855.48 

-419.43 
-1666.13 
-1391 .52 
-949.04 

-1.976.26 
-551.55 

-1815.45 
-725.06 

·-1124.17 
·-1221.43 

-791.05 
-1255.95 
-1019.86 

1.41.02 

BENDING 
MOMENT 

42385.77 
9939.43 

-9939.43 
21433.04 

·-21433.04 
16548.16 

-16548.16 
469"7.99 

·4697. 99 
-2382.61 

2382.61 
:1009.44 

-1009.4+ 
5599.29 

-5599.29 
-4480.19 

JOINT FORCE X FORCE Y MOMENT 

1 35955.57 22705.57 42385.77 
9 -35955.57 20708.47 -4480.19 

JOINT DISPLACEMENTS 

JOINT DISPL X 

1 o.ooooo 
2 0.02528 
3 0.03766 
4 0.02664 
5 0.01147 
6 -0.00012 
7 -0.00889 
B -0.00890 
9 o.ooooo 

DISP'L. Y 

o.ooooo 
-0.07879 
-0.15362 
-0.16398 
-0.13761 
-0.10963 
-0.08597 
-0,04491 
o.aoooo 

ROTATION 

o.ooooo 
-0.00387 
-0.00154 

0.00068 
0.00126 
0.00087 
0.00102 
0.00195 
o.ooooo 
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10-61 

As the speed of a single processor computer approaches a 
physical limit, computer technology is beginning to advance 
toward parallel processing to provide even faster speeds. 
Network computing and multiprocessor computers are twö 
discernible trends in this advancement. Given the two 
extremes, a few powerful processors or many relatively simple 
processors, it is not yet clear how engineering applications 
can best take advantage of parallel architecture. Neither is 
it clear at this time the extent to which engineering analysis 
programs will have to be recoded to take advantage of this new 
hardware. Initial investigations of these questions can begin 
immediately by exploiting the physical parallelism of 
selected problems and the modular organization of existing 
programs to solve these problems. 

To gain experience in exploiting parallel computer 
architecture without making major changes to the code, an 
existing program was adapted to perform finite element 
analysis by distributing substructures over a network of four 
Apple IIe microcomputers connected to a shared disk (Rogers 
and Sobieszczanski~Sobieski, 1983). This network of 
microcomputers is regarded merely as a Simulator of a parallel 
computer because it should be obvious that substructure 
analysis of a practical problern of significant size should be 
performed on a computer with much more power than this 
particular microcomputer. In this network, one microcomputer 
controls the entire process while the others perform the 
analysis on each substructure in parallel. 

After the substructure analysis was implemented in parallel, a 
newexperiment was planned using this system. In this 
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experiment, the substructure analys1s is used in an iterative, 
fully~stressed, structural resizing procedure to evaluate 
resizing in which the analyses of all substructures are not 
completed during a single iteration. Methods to handle the 
resulting mixture of old and new analysis data, referred to as 
asynchronaus parallelism, need to be developed for parallel 
computing applications. Although the present work involves 
only structural analysis, this research gives some initial 
insight on how to configure multidisciplinary analysis and 
optimization procedures for decomposable engineering systems 
using either high-performance engineering workstations or a 
parallel processor supercomputer. In addition, the 
operational experience gained will facilitate the 
implementation of analysis programs on these new computers 
when they become available in an engineering environment. 

BACKGROUND 

In 1975 a feasibility study (Universal Analytics, 1975) was 
performed to determine the effort required to convert NASTRAN 
(NASTRAN User's Manual, 1983) to execute on the ILLIAC IV 
computer, and to assess the advantanges that would be gained 
from such a conversion. The projected advantages in speed 
improvement were significant. For example, the decomposition 
of a 10,000 degree~of-freedom matrix on the ILLIAC IV was 
estimated to be 40~100% faster than on a CDC 6600 computer 
when the matrix could not be contained in central memory. The 
problern that the study pointed out was that the code 
conversion effort would require 110-140 man months over a 
period of 36~50 months. If funds had been supplied and the 
project begun in 1976, it would probably not have been 
completed until 1980. About two years later, in 1982, the 
ILLIAC IV was taken off~line. This historical example 
illustrates the difficulties that could be encountered in 
future wholesale conversions of engineering analysis codes to 
parallel processor computers which appear to be the wave of 
the future (Siewiorek, 1982; and Noor, Storaasli, and Fulton, 
1983) 

While such wholesale conversion efforts should ultimately 
provide the greatest increases in efficiency, it is also 
important in the interim to benefit from the speed 
improvements offered by parallel computing without the cost, 
manpower, and time involved in the conversion of major 
analysis codes. This research demonstrates that for 
structural analysis, the current investment in sequential, 
modular structural analysis programs can be used to exploit 
parallelism of a network of computers. 
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APPROACH 

The approach taken for this project was to establish reference 
results using the Engineering Analysis Language (Whetstone, 
1980), called EAL, to analyze a finite element model that was 
not substructured. An existing small finite element analysis 
code was then modified to handle substructures and applied to 
the same model on a CYBER mainframe computer. Next, this 
program was implemented on a microcomputer to test the 
substructure method sequentially. The program was then 
distributed over a network of these microcomputers with little 
change to the analysis code to test the substructure 
method executed in parallel. A Fully Stressed Design (FSD) 
capability was added to test the behavior of substructure 
analysis in an iterative process in which some of the analyses 
were completed before others. 

The Model 
The finite element model used for testing is shown in figure 
1. This model contains 16 joints, 21 beam elements, and 42 
degrees~of-freedom (the size of the model was limited by the 
memory of the microcomputer). The framework has three 
substructures with each substructure composed of seven beams. 
The cross~sections and material properties are identical for 
all beams. A load is applied at one of the boundary nodes as 
shown in figure 1. 

The Small Finite Element Program 
Input for the model was written for a small, undocumented 
finite element program developed in the past for a CYBER 
computer without any intent to ever use it for parallel 
processing. It did not even have an explicit substructuring 
capability. In this study, this program represented an 
"investment in existing software" that was to be salvaged. 
The results from the unchanged program were verified against 
the reference run. New code for substructuring based on 
equations from (Przemieniecki, 1968) was then added to the 
program. The model was divided into three substructures with 
the new code used to compute the boundary stiffness matrix for 
each substructure using equation 1: 

( 1 ) 

Each of the three 18x18 substructure stiffness matrices was 
reduced to 6x6 equivalent beam stiffness matrices (figure 2). 
These three stiffness matrices were input to the program, 
assembled to represent a stiffness-equivalent framework 
composed of three beams, each beam representing one 
substructure. The forces and displacements at the boundary 
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nodes were computed for each such beam. Modifications were 
made to the program for reading these forces from a file and 
applying them to the corresponding substructures. By applying 
support conditions to the substructures, solutions were 
obtained for the interior node displacements, internal forces, 
and eiemental stresses. These results were also verified 
against the reference run. It should be noted that the 
substructure analysis was simplified because the external 
loads were applied only to the boundary nodes. Should any 
loads be applied to the interior substructure nodes, it would 
have been necessary to add code to transfer these loads to the 
boundary nodes. 

Gonversion to the Microcomputer 
At this point, the program for sequentially performing 
substructure analysis existed on a CYBER mainframe computer. 
The next step was to convert the program to the microcomputer. 
Since the entire program was written in FORTRAN~77, the move 
was quite simple and the program was contained in the 
microcomputer's 64K byte memory without overlay. Although the 
program itself was entirely core resident, the test case shown 
in figure 1 was too large for analysis without substructuring. 
Therefore, the first step on the microcomputer was to run the 
substructuring sequentially. The problern took 57 minutes to 
execute. The results were verified against the reference run 
with little loss in precision (less than 1%). 

Distributing the System 
The approach selected for distributing the system was to use 
one microcomputer to execute a controller program and three 
microcomputers to analyze each of the substructures. All of 
the microcomputers were connected to a 20MB Corvus hard disk 
which was used for data communication among the computers. 
The operations assigned to each computer are shown in 
figure 3. The controller program started the system 
(operation 0), assembled the substructure stiffness matrices 
and solved for the forces on each substructure at the boundary 
nodes (operation 2), and output the data (operation 4). The 
substructure programs computed the substructure stiffness 
matrices (operation 1), and used the forces from the 
controller program to solve for internal forces, node 
displacements, and eiemental stresses for each substructure 
(operation 3). Note that parallelism only exists in 
operations 1 and 3. The output of the data (operation 4) also 
could have been distributed, but it was found to be easier to 
keep it centrally located. 

When distributing the system to four microcomputers, the 
purposewas to minimize changing the original analysis code. 
Only the procedures involved in operations 0, 2, and 4 were 
retained in the controller program while only those procedures 
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involved in operations 1 and 3 were retained in the 
substructure program. 

A subroutine was added to both the controller program and the 
substructure program to schedule their execution. This 
scheduling was accomplished by using three files on the shared 
disk; one file for each substructure program. When it was 
time for the controller program to execute each of the three 
files contained a zero, and when it was time for a 
substructure program to execute, its respective file contained 
a nonzero number. Each program queried its file and if it was 
not its turn for execution it was put in a "holding pattern" 
by performing a simple multiplication loop before querying 
again. The system could have been implemented on only three 
processors with one processor doubling for executing the 
Controller and substructure programs. 

The ideal is to reduce the time required to solve the same 
problern sequentially on a single processor to (time/n) where n 
is the number of processors used to solve the problem. 
However, it is seen in figure 3 that not all of the 
calculations can be executed in parallel. In addition, some 
time was lost in an inevitable overhead such as checking and 
looping while waiting for a substructure or controller program 
to finish executing. Thus, the parallel system with 
substructures took about 27 minutes to complete execution, 
.47 of the time required for the reference run. This is short 
of the ideal, .25, but is still more than twice as fast as the 
sequential system. 

The particular division of the structure from figure 1 into 
substructures is, of course, not the only one possible. If a 
larger number of smaller substructures was used, larger 
numbers of parallel computers could have been employed. 
However, the larger the number of substructures the larger the 
dimensionality of the assembled structure stiffness matrix 
(ultimately, if each substructure represents a single beam 
component, the assembled stiffness matrix would return to the 
size it would have had if no substructuring was used). 
Consequently, to minimize the overall computer time, an 
attempt should be made to balance the size of the assembled 
structure stiffness matrix against the size and number of the 
substructure stiffness matrices. The degree of the time 
reduction depends also on the number of substructuring levels 
(Sobieszczanski-Sobieski, James, and Dovi, 1983). Thus, 
tailoring the analysis process for a particular application to 
take advantage of multiprocessor efficiency is an important 
issue that faces an analyst using a multiprocessor system. 
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Resizing 
An FSD algorithm was added to examine the behavior of parallel 
substructure analysis in an iterative process (figure 4). The 
FSD was performed by resizing all the beams in a given 
substructure according to the ratio of the maximum absolute 
normal stress occuring in the substructure to a specified 
allowable stress. The stress ratio was used as a scale factor 
to modify the beam cross~sectional moment of inertia. 
Consistently, the cross~sectional area was multiplied by the 
square root of the scale factor, and the cross~section linear 
dimensions were all multiplied by the scale factor to power 
1/4. At this point, resizing was synchronized, which means 
the process would always wait until all data were updated 
before processing rather than mixing old and new data. An 
iteration history of the changes in the design variable 
(plotted as the factor on cross~section linear dimension) for 
each substructure is shown in figure 5. 

Asynchronous Resizing 
Since most of the engineering calculations performed in 
support of design 
are iterative in nature, the computational behavior of an 
iterative distributed process in which some subtasks are 
completed later than others because of unequal computational 
requirements for various subtasks is of significant interest 
(Baudet, 1978; and Sobieszczanski-Sobieski, 1982). If such an 
imbalance of computational requirements occurs, a choice can 
be made to let the iterative process continue, temporarily 
using old data for those processes which are late. The 
process then becomes asynchronous as it mixes new and old 
data. The effect of this mixing on the convergence and 
efficiency can easily be tested in a parallel system such as 
described above. The tests are conducted by bypassing 
analysis of selected substructures in some iterations. 
Obviously during the first loop through the system, all of the 
substructures will be analyzed to provide a starting point. 

There is a large number of different ways in which an 
asynchronous iterative process can proceed. Using the 
framewerk structure from figure 1 as an example, it is 
conceivable to have at least the following variants. 

1. Referring to figure 3, consider being at the outset of 
iteration "i". Operations 1.1, 1 .2, and 1.3 are expected to 
yield the boundary stiffness matrices for substructures 1,2 
and 3, all of which having been resized as a result of an FSD 
operation at the end of the previous iteration "i~1". Assurne 
that operation 1.1 is late but the process moves on anyway 
using the old boundary stiffness matrix from iteration "i~1", 
that does not reflect the "i-1" resizing. That means that 
operation 2 combines the updated matrices for substructures 2 
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and 3 with an outdated matrix for substructure 1. In 
Operations 3.1, 3.2, and 3.3, consistently, an old stiffness 
matrix that does not reflect the "i-1" resizing is used, while 
the updated stiffness matrices are used in operations 3.2, and 
3.3. After this analysis based on the partially incorrect 
data, all substructures, including substructure 1, are subject 
to the FSD resizing. 

2. Proceed as above, but do not resize that particular 
substructure for which the old stiffness matrix was used in 
the analysis (substructure 1 in this example). 

3. Complicate variants 1 and 2 by changing: the number of 
substructures that are assumed to be "late", the number of 
iterations over which the old data are being used for each 
substructure, etc. Obviously, a very large number of 
possibilities can be considered. 

It was expected that, for this particular model, the 
asynchronous processing would have little effect on the 
convergence other than slowing it down by going through more 
iterations. In fact, the asynchronous operation in this case 
may be regarded as a continuation of the FSD process from an 
artificially injected new starting point. In addition, an 
analogy can be made between this process and other iterative 
methods such as the Gauss-Seidel iterative algorithm for 
solving linear algebraic equations. These methods are error 
insensitive, i.e. if an error is entered into the process, the 
process recovers after several iterations and proceeds as if 
no error had been introduced. One may speculate that a 
different behavior will be observed in case when nonlinear 
programing is used instead of FSD for nonconvex cases" Then, 
there will be a potential for such an asynchronous operation 
to trigger a switch to another path through the design space 
that could end up at a different local minimum. 

To determine if the above expectations were correct, numerous 
test cases were executed. The existence of coupling among the 
substructures was demonstrated by holding substructure 1 
constant. As seen in figure 6, this case converged to 
different results than is seen in the following figures thus 
showing that the substructures are coupled. Next, variants 1 
and 2 were tested. The results shown in figures 7 and 8, 
respectively, indicate that the asynchronous operation, shown 
as connected lines, had only a slight influence on the 
convergence as manifested in small discrepancies that can be 
seen between the lines and symbols from the synchronous 
sizing. For instance, asynchronous results for substructures 
2 and 3 (figure 7) are above the synchronous ones but both 
results converge after about eight iterations. 
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Variant 3, complicating variant 2, was tested using seven 
different cases. It was decided to complicate variant 2 rather 
than 1 because of the ease of implementing the variables. 
Table 1 lists the substructure(s) and iteration(s) that were 
delayed for each test case. In each of the test cases the 
results led to the expected behavior. Figures 9 and 10 (test 
cases 6 and 7 respectively) demonstrate typical results. 

Table 1 Test Cases for Asynchronaus Processing 

CASE SUBSTRUCTURE DELAYED 

2 
2 1 ,2 
3 1 
4 2 
5 1 ,2 
6 1 

and 2 

7 Random combinations 

CONCLUDING REMARKS 

ITERATIONS DELAYED 

2 
2 

Every other iteration 
Every other iteration 
Every other iteration 
Even iterations 
beginning with 2 
Odd iterations 
beginning with 3 
Random 

An experiment was conducted to determine if advantage can be 
taken of parallel processing without making major changes to 
an analysis code. This experiment used a network of four 
microcomputers to simulate a parallel processing computer. A 
small finite element analysis computer program with a 
substructuring capability was applied to a framework of beams. 
One microcomputer controlled the system while the other three 
analyzed the substructures. The results verified that the 
computer time was indeed reduced relative to the time required 
for solution on a single computer. As expected, the reduction 
factor was proportional to the number of computers minus 
corrections for data communication and incomplete parallelism 
of the problem. The reduction was achieved with almost no 
change to the analysis portion of the code. The experiment 
also included resizing of the design variables using a Fully 
Stressed Design algorithm to simulate an iterative 
optimization to obtain an indication of the effect of 
asynchronaus parallel computing on the convergence of an 
iterative process. Results from 10 test cases indicated that, 
for this model, asynchronaus processing did not affect 
convergence other than possibly causing the process to go 
through more iterations. 

These results are not completely general in that they only 
apply to an iterative process which is monotonically 
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These results are not completely general in that they only 
apply to an iterative process which is monotonically 
convergent. This process is typical of many processes in 
design. In general, if an iterative process is nonconvex 
(dependent on the starting point and the path taken) then this 
conlusion would not apply and the asynchronaus process may 
lead to different results. 
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THROUGH THICKNESS AND SURFACE STRESS DISTRIBUTIO~ FOR WELDED 
TUBULAR T-JOINT USING FINITE ELEMENT ANALYSIS 

G. s. Bhuyan, K. Munaswamy and M. Arockiasamy 

Faculty of Engineering & Applied Sciences, 
Memorial University of Newfoundland, Canada 

1. INTRODUCTION 

The finite element method is considered to be the most 
powerful and versatile discretization technique available for 
numerical solution of complex tubular joints, for the 
offshore structures. Existing literature on the analysis of 
tubular joints is limited to the use of two dimensional 
plate/shell elements, which neglect the displacement 
variation across the wall thickness. Also, the plate/shell 
element idealization does not pe~mit consideration of the 
weld profile and the actual chord/brace interaction. The 
present investigation describes the analytical studies on the 
variation of stresses along the chord/brace surfaces at 
critical points and across the chord wall of the tubular 
T-joints loaded through the brace, axially and in in-plane 
bending. 

2. MODELLING OF THE JOINT 

The joint is discretized using an automatic mesh 
generation technique. The joint parameters are given in 
Table 1. The weld dimensions used for the modelling are 
shown in Figure 1. The chord/brace surface and the weld 
region are discretized using 8-node nad 6-node three 
dimensional elements respectively. Since the loads acting on 
the tubular T-joint could be either axial or in-plane 
bending, the advantage of symmetry is taken into 
consideration in discretization and only half of the T-joint 
is considered for modelling. The discretized model is shown 
in Figure 2. 
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The displacements ui• vi and wi along x, y and z axes at each 

node are taken as the nodal degrees of freedom. The faces of 
the 8-node incompatible brick element are defined by local 
coordinates ~. n, ~ = ±1. The global coordinates are defined 
as 

8 
x .. I: Ni xi 

i=1 
8 

y = E Ni Yi 
i=1 

8 
z = i:1 Ni zi 

(1) 

where xi• yi and zi are the element nodal point coordinates 

and Ni is the shape function which is given by 

Ni = ! (1 + ~~i)(1 + nni)(1 + ~~i) (2) 

To improve the flexural characteristics of 8-node 
isoparametric brick elements, three incompatible modes are 
introduced in the displacement interpolation functions. The 
global displacements u, v and w at any point within the 
element can be expressed as 

8 3 
u = E Niui + E gj aj 

i=1 j=1 
8 3 

V = 1: Nivi + 1: gjßj (3) 
i=l }•1 

8 3 
w = E Niwi + j~l gjyj i=l 
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where gj(j=1,2,3) are the additional shape functions for the 

incompatible element and aj, ßj and yj are the genera1ized 

displacement coordinates. The first term of the right hand 
side of Equation 3 represents the polynomial corresponding to 
the basic element. The displacements due to the terms in the 
polynomial of the basic e1ement are continuous across the 
interface of the element, but those due to the second terms 
in Equation 3 are not necessarily continuous across the 
element boundaries. The incompatible shape functions gj are 
given as 

(1-~h 

(1-n2) 

(1-r;h 

The stress-strain relations are 

where 

{ 0} {ox oy oz Txy Tyx Tzx}T = [D] {e} 

[D] {ex Ey Ez Yxy Yyz Yzx}T 

[D] = the elasticity matrix 

(4) 

(5) 

The strain-displacement relation of the element can be 
written as 

(6) 

where 

(7) 

are the element nodal point displacements, and 

(8) 

are the element generalized Coordinates due to the 
incompatible modes. The submatrices [B1 ] and [B2] contain 
the derivatives of functions N and g respectively. 

The equilibrium equations for the element can be written 
as 

[[Ku! I [K12JJ [ ~~!}} t'~ ____ .J. _____ 
--- (9) 

[K21l : [K22l {a2} {F2} 

where 
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1 1 1 
[Kijl = f f f [Bi]T [D] [BJ.J IJ 1 d~ dn dr; (10) 

-1 -1 -1 

are the submatrices of the element stiffness matrix. {F1} is 

the element 1oad vector containing equivalent nodal forces. 
{F2} represents the forces in terms of the element 
generalized coordinates contributed by only thermal loading; 
in the present case {F2} = {o}, JJI is the determinant of 

Jacobian matrix. 

Before assembling the global stiffness matrix, the 
incompatible degrees of freedom {a2} in Equation 9 are 
condensed out to ge the resulting equation 

where 

(11) 

(12) 

Equation 11 is used to assemble the global 
and nodal displacements are then computed. 
degrees of freedom {a2} are calculated as 

stiffness matrix 
The incompatible 

{a2} = [K22l-1 [K21l {al} ( 13) 

Knowing the displacements, {a1} and {a2} the element strains 
and corresponding stresses are obtained using Equations 6 and 
5 respectively. 

The 6-node incompatible prism element stiffness matrix 
is derived in a similar manner from the 8-node incompatible 
brick element by coalescing the nodes. 

4. RESULTS AND DISGUSSIONS 

4.1 General 
A computer program based on the formulation presented in 
Section 3 is used for the 3-dimensional anelysis of the 
tubular T-joint. The joint ts analys§d for axial and 
in-plane bending loads of 10 N and 10 N respectively. The 
total number of elements, nodes and the degrees-of-freedom in 
the discretized model with plug are 516, 1102 and 3306 
respectively. To obtain the Solution for such a system in 
one run in the VAX system, the problern is solved in stages by 
i) storing the stiffness matrix on a disk, ii) decomposing 
the stiffness matrix in blocks of 500 equations or 1000 
equations and iii) finally back substitutlog to arrive at the 
displacement vector in stages. 
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The Stresses can be accurate1y ca1culated at the Gauss 
integration points than at the nodal points. Since the main 
interest is to obtain the stress distribution at the outer 
surface of the she11, the stresses are computed at the nodes 
and averaged between the elements that are connected at the 
nodes. 

4.2 Stresses due to axial loading 
The variation of maximum surface stresses at saddle point due 
to axial load is shown in Figure 3. For the chord side the 
analysis gives similar variation of stresses as that reported 
by Parkhause (1981). The hot spot stress at the weld toe at 
saddle point in the chord side obtained from three 
dimensional analysis without plug is 20 percent higher than 
that obtained from the two dimensional analysis (Arockiasamy 
et al., 1984). But the stress obtained from the 
3-dimensional analysis with plug is 10 percent less than the 
corresponding value from the two dimensional approach. Three 
dimensional anlaysis without plug gives a hot spot stress on 
the brace side which is only 3 percent higher than the two 
dimensional analysis. The stresses near the weld toe from 
the two dimensional analysis are higher than those obtained 
from the three dimensional analysis with and without plug. 
The hot spot stress concentration factors for joint are given 
in Table 2 • 

..,_. 2·0 MOIJtit without pl"'f 

[ Atocklotomy et al, 1984 ] 

~- 5 · 0 onolrtit witl'lout pluQ 

• .,_. S· D onatrlis wi11\ pluo 
) 

-4.0 z . 
g 

- O.l -0.2 - 0 .1 -0.04 0 .0 
(ml 

Figure 3 Maximum Surface Stress Variation at Saddle Point due 
to Axial Load 
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Table 2 
Hot Spot Stress Concentration Factors 

Axial In-plane 
Bend ng 

Methods Ch rd Br ce Ch rd Bra e 
Crown Saddle Crown Saddle Crown Saddle Crown Saddle 

Present 2.2 6.448 2.55 7.08 1.306 - 1.79 -
3-D 2.09* 4.57* 2.34* 5.41* 1.06* - 1.304* -
analysis 

Clayton - 5.8 - 7.1 - - 1.7 -
et al 
(1980) 

Irvine - 7.7 - - - - - -
(1981) 

*In the analysis plug stiffness is included 

The stress variation along the weld surface is shown in 
Figure 3. From chord weld toe the stress decreases up to 
certain point and then starts increasing and reaches a 
maximum value at the brace weld toe, which compares well with 
that reported by Morgan (1979). 

Figure 4 shows the stress distribution across the weld 
reinforcement and brace wall at the sadd1e point due to axial 
load. A rapid decrease in stress across the weld leg is 
observed in cantrast to the nearly constant value through the 
brace wall. The stress values at the crown point obtained 
from the two dimensional analysis are lower on the chord side 
but higher on the brace side when compared to the three 
dimensional analyses with and without plug (Figure 5). 
Gradual increase in stress is observed along the weld surface 
from the chord to brace weld toe. The through thickness 
variation of stress across weld and brace (Figure 6) is 
simi1ar to that observed at the saddle point (Figure 4). 

The variation of strain concentration factors (SNCFs) 
near the saddle point for axial load, obtained from the three 
dimensional analysis compares well with the measured values 
reported by Back et al (1981) for the tubular joints having 
the same dimensions as that under study in this report 
(Figures 7 and 8). 
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Figure 6. Str ss Dist~ibution Across the Weld and Brace Wall at 
7 1 
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4.3 Stress due to in-plane bending 
The bot spot stresses at tbe weld toe computed from the tbree 
dimensional analyses are bigber on botb tbe cbord and brace 
sides at tbe crown point compared to tbose obtained from tbe 
two dimensional analysis (Figure 9). However tbe stress 
gradient obtained from tbe tbree dimensional analysis on tbe 
brace side is steeper tban tbat given by tbe two dimensional 
analysis. Stress variations across tbe weld and brace 
(Figure 10) are similar to tbose obtained for tbe case of 
axial load (Figure 6). 
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DOLMEN: A COMPLE:TE CAD SYSTEM FOR MICROCOMPtJ', ERS 

Francesc:o Eiasioli 
Dipartimento Ingegneria Strutturale - Politecnico di Torino 

ABSTRACT: 

This paper discusses in details the concepts employed in the 
development of the CAD DOLMEN system, and its implementation on 
microcomputers. 

DOLMEN is a CAD sys~em of 80's generation, especially conceived for 
computer-aided analysis and design of steel and r.c. structures in an 
integrated low cost environment. 

The availability of high-performance processors - namely Motorola 
68000 - and graphic terminals has lowered price/performance ratio for 
microcomputers.The implementation of refined CAD software on such 
hardware is now really possible. 

General aims in development, actual level of implementation, future 
trends of worK are subsequently outlined. 

1 - INTRODUCTION 

In a genera.l engineering design problem, the following steps are usually 
performed: 

1) definidion of actions and materials 
2) definiction of the real structure to be designed 
3> definiction of the ideal structure to be analyzed 
4l structural analysis 
5) design 
6) drawings, bill of quantities, etc. 

At every stage, computers can help man's worK, not only in fastening 
repetitive calculations, but also suggesting and controlling alternative 
solutions. 

It is possible to separate steps previously indicated into five main 
blocKs, according to the results each step has to achieve. So we ca.n call 
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steps from 1 to 3 nGeneral description stage", step 4 "Analysis stage", step 
S "Design stage" and step 6 "Document stage". 

DOLMEN, conceived as an integrated CAD system, assists the designer 
at every stage, with different features which will be extensively e:-:amined 
later. 

2- GENERAL DESCRIPTION STAGE 

Actions, materials and general dimensions of structural members are 
usually defined according to Codes and/or contractor's general 
requirements. In general, several types of actions must be dealed with -
e.g. self weight and superimposed loads, wind, earthquaKes, settlements, 
indirect actions, etc. A preliminary design choice is usually made about 
location of supports, floor framing, foundations, which is left to designer's 
.iudgement and e}:perience. Initial dimensions are stated, usually according 
to simplified calculations. 

DOLMEN has a wide possibility of defining in a summarized form tables 
of loads, actions, cross-section properties and materials, directly from 
Code data or manufacturer tables. This is performed on a separate basis 
from the problern under investigation, so it is possible to call the general 
tables and crea.te a worKing table of data. 

The geometrical definition of the structure is accomplished starting 
from plant positions cif supports, 
using macro-intructions where single items looK as : 1>3 6 10,7,3*3 S 2.5, 
1.2 3*2 411 4 3*2 , which generates nodes 1 2 3 6 10 in a local X-Y 
coordinate system with origin in previously defined node 7, at intervals of < 
3,3,3,5,2.5> mt. in X-direction, and <1.2,2,2,2,4> mt. in Y-direction,and 
assigns to every node a local coordinate system defined from conventional 
numbers 1,4 and 2. 

The same pattern of commands is widely used also in member and load 
definitions: so it is possible to define in a single instruction all the bea.ms 
pertaining to the same frame between different supports at different 
levels, having the shape and dimensions previously stated in the relative 
worKing table of cross-sections. 

B:very set of data is stored and accessed separately in a common 
data-base, with large possibilities of changing, modifying, adding, deleting 
data, and immediate graphic presentation of results; the designer so can 
follow the creation of the sKeleton of the structure, with immediate visual 
control of data correctness. General functions are usually performed via 
user-definable-Keys, and printed or plotted output is always possible. 

Before starting analysis stage, a complete control of data is performed: 
data are tested for completeness, consistence and correctness. 

As a major help to the designer, a "rational design" facility is provided 
according to several points: 

a> Lateral stiffnes control: the rigidity of cross walls, if provided, 
must withstand lateral forces, otherways sway frame model is assumed. 

b) Slenderness ratio calculations for bucKling checK. 
c) Verticalloads bearing capacity of columns 

d) Correctness of in-plane disposition of resisting elements for 
horizontal forces. 

The principa.l aim is to avoid "trial and error " calculations, and to 
control initial dimensions and dispositions of resisting elements. In 
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general, suggestions and schemas provided by Eurocodes or other 
ma.iorNational Codes are +ollowed. 

3- ANP..:... YSIS STAGE 

The structural model asswmed for the whole structure is the well Knowr. 
"pseudo-tridimensional model", in which separate elements liKe frames, 
shear-walls, cores are interconnected through rigid floor diaphragms. 
Finite Joint sizes1 shear deformations of members are considered. 

The choice of sucn a simpllfied model nas been done for two de<=inite 
reasons: 

al relatively large and comple1: structures can be solved without 
e>:cessive mic~o-computer power and o:alculatlon time requirements: as a 
matter of fact, it is possible with a 240Kb available random access memory 
to solve structures formed with more than ~:0 coh.;mns, 2C' frames, 1:: floors 
under seismic loads in less than two hours elapsed time. 

bl dealing with separate and relatively ccmplei: elements~ more load 
ca.ses can be analyzed: different load patterns an frames fc:;,.. accidental 
loads are generated in an automated way by the program. 

Linear static and dynamic analysis can be performed: in the latter case, 
three-dimensional frequences and mode shapes are eva.luated and a. 
response spectrum approacr. is used. 

The simplified model has however been mod1fieo for taKing into account 
sorne ma.jor pr·oblems - e.g. con~;r·uence of vertical displacements in 
ortogonal shear walls - and has been tested 1n a large amount of cases, 
with satisfying results, with more comple;: F .e: .M. models. 

Loads can be added, multiplied, factorized at will, so giving appropriate 
stress resultants envelopes for subsequent design. All diagrams and 
envelopes, as well as a deformed shape of the elements of the structure 
under different load conditions can be traced on video and copied or plotted 
to paper. 

4- DE:SIGN STAGE: 

Design is at the moment developped for R.C. members. 
The design stage is logically divided mto two main steps, separating 

designer's "habitudes" from actual problern specifications. 
A designer's habitude is considered a possible choice, among others, of: 
- limit-states or allowable stresses design 
- moment redistributions, assigned or calculated 
- moment and shear reduction, from center to face of supports 
- shear resisting model: stirrups only and/or bent bars 
Actual problern specification is the definidion of: 
- characteristic and worKing stresses for materials 
- number of layers and diameters of preferred bars 
- magnification and/or reduction factors for theoretical areas of steel 
- distance between bars, covers etc. 
At designstage a great effort has been made to "aid" the designer to 

develop a rational optimization of the structure: load bearing capacity of 
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beams and columns, according to previously stated geometrical dimensions 
are controlled to avoid excessive or ir·adequate performance of elements. 

noptimized" dimensions are always indicated, according to different 
criteria1 e.g. ductility requirements for beams an limit state design, 
complete materia~ exploitation in allowable stress design, ar.d so on. 

Sections of different shapes - rectangular, T, circular and ot!-oers - can 
be considered: for every shape appropriate interaction dia.grams are 
gene~'ated, to speed up load bearing capacity control. 

As an example, every column has tMeoretically to be tested under eight 
different load cases1 related to all different combinations of ma>:imum and 
minimum normal effort and biaxial bending moments. This can be 
accomplished in rea.sonable time looKing at critical surfaces in a 
pre-defined i!"'teraction diagram. 

After dimensional checK and effective reinforcement arrangement in a 
definite number of sections - min. 20 - of a beam, serviceability limit state 
a.nalysis is performed. 

Deflections are calculated by a double-curvature integration, with 
stress-strain Sargin law fo" concrete; cracK widths are calculated according 
to C.!i:.B. models, with due account of "tension-stiffening". 

A large number of print report options are available: theoretita.l and 
effective reinforcement areas and distribution, resisting moment diagrams 
and general reports can be easily obtained. 

5- DOCUM!l:NT STAGE 

Three major steps aree performed at this stage, graphical editing, 
drawing and technical report composition. 

General sKetches o-t resisting elements given from previous stage can be 
modified in an interactlve way, according to designer's .iudgement. Lenghts 
and numbers of bars, positions, geometrical dimensions of bea.ms and 
columns are directly changed on CRT with mi>:ed use of a mause or a 
rotatory Knob for selecting elements, and of Keyboard input for numerical 
data. 

Missing or undefined elements - e.g. secondary oeams not previously 
considered- can ·oe described at this stage. Each element is separa.tely 
stored, with all related data, for computational purposes. 

After graphical editing, intera.ctive arrangement of stored elements is 
performed to give final drawing. ll:lements can be moved an a given grid, to 
avoid Superposition; notes, headings and comments are added. E:very 
drawing can be split in several parts, according to platter drafting 
dimensions. 

Bills of quantities, summary tables and technical reports are also 
generated. E:very file can also be treated by a separate word-processor, for 
better result. 

6- FUTURS: DEVS:LOPM!l:NTS 

WorK is in progress to improve system capabilities at every of 
previously defined stages. Non-structural members liKe masonry walls, 
various floor framing systems, cores with non-uniform torsional 
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behaviour, math foundations on elastic: soil are going to be introduc:ed at 
the a.nalysis stage. 

At the design stage, steel members design is goig on, and a. new 
approa.c:h is going to be esta.bilished to taKe ac:c:ount of National Codes in a 
simple wa.y via a pa.rtic:ular problem-oriented language. 
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DYNAMICS OF MULTI-STOREYED BUILDINGS BY MEANS OF SHEAR WAVES 

A. Mioduchowski and M.G. Faulkner 

Department of Mechanical Engineering, The University of 
Alberta, Edmonton, Alberta, Canada. 

1. INTRODUCTION 

An exact description of the complex physical effects and pro
cesses which occur in buildings during dynamic loading is 
virtually impossible. It is therefore important to choose a 
physical model representing a simplified structure which on 
one hand describes behaviour of a real building and on the 
other can be treated by the known mathematical apparatus. 

A method of investigation is proposed in this paper for the 
analysis of disp1acements and strains of the column cross
sections in a multi-storey bui1ding subject to dynamic loading. 
It is based on the theory of propagation of one dimensional 
elastic shear waves, together with the appropriate initial and 
boundary conditions [1]. This reduces the problern to a system 
of ordinary differential equations with shifted argumentswhich 
must be solved in a certain sequence. A simple, effective and 
stable numerical procedure is proposed for solving the system 
of equations and some numerical results are presented in graph
ical form. 

2. GOVERNING EQUATIONS 

Consider a multi-storeyed building having steel columns rigidly 
connected with the foundation and floors. It is assumed that 
the foundation and floors are undeformable and are displaced 
by plane motion during the time of dynamic loading. The masses 
of the foundation and ceilings are denoted by m0 and mi, 
i = 1,2, ••• N respectively. It is assumed that for all vertical 
columns the velocities, strains and displacements for the given 
height of a building are the same [2]. It is further assumed 
that the column cross-sections remain plane and parallel to 
each other during dynamic 1oading. These columns are charac
terized by the following parameters: G-shear modulus, A-co1umn 
cross-section area, k-shear coefficient, p-density and ~i
height of the column. 
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For the continuous rnodel of a building discussed here the in
vestigation of velocities 3yi(x,t)/3t, strains 3yi(x,t)/3x and 
displacernents Yi(x,t) of the colurnns, in the case of a three 
storey building is reduced to the solution of 3 wave equations 

0 ' i 1,2,3 

2 
where c kG/p, with the following boundary conditions 

y 1(x,t) 

D 
0 

y2(x,t) , x 

0 , X 0 

y2(x,t) = y3 (x,t) ,x=Q,+ aQ, 

[ay2(x,t) 3y1(x,t)J 
2 

3y2(x,t) 3 y2(x,t) 
k.AG dX - dX - rnl 

at2 
- Dl dt 

X = Q, 

cy3(x,t) 3y2(x,t) J 2 
ay 3 (x' t) a y3(x,t) 

- D2 k.AG - - rn2 
at 2 dt dX dX 

x Q, + aQ, 

(1) 

(2) 

0 

0 

0 , X Q, + aQ, + bQ, 

and initial conditions 

ay i (x,t) 
yi(x,t) = at = 0 for t = 0 , i = 1,2,3 (3) 

where a and b are coefficients and y0 represents horizontal 
acceleration of the foundation. This horizontal acceleration 
which represents external loading of the structure rnay beeither 
the following function 

rn 
y (t) = L H(t-tk) [a. +bk(t-tk) l ' 

0 k=O l< 
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The damping forces which are loading the rigid foundation and 
rigid ceilings are assumed in the form 

where Di is a coefficient of equivalent viscous damping of the 
i-th column. These damping forces take into account internal 
as well as external damping. 

In order to simplify presentation of the proposed method of 
analysis equations (1), (2) and (3) refer to a three storey 
building only, with storeys of various heights. It should be 
stressed however, that the analysis as outlined above iseasily 
applicable to a N-storeyed building, andin an.APPENDIX to 
this paper the final equations are given for such a case. 

Upon the introduction of non-dimensional quantitites: 

X = x/.Q, , T ct/.R, , ~ = y./y , .F(T) 
1 0 

K. = Ap.R,/m. 
1 1 

D. 
1 

D.c/kAG 
1 

i 

the relations (1), (2) and (3) become 

0 ' i 1,2,3 

Y2 ' x 1 

Y2 1 + a 

1,2,3 

(4) 

(5) 

(6) 
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2 a y2 
1 

1 + a 

2 
(1y3 ay3 a Y3 

0 1 + a + b K3 -d- + -2- + K3D3 a::f = ' X 
X dT 

ayi 
0 for t 0 i 1,2,3 (7) and Y. = -- = 

' ' 1 at 

where for convenience all y.(x,t) functions are written as yi 
and all bars are omitted. 1 

The solutions of equations (5) are sought in the nondimensional 
form 

y. = f. ~t-t .)-(x-x .)1 + g. ~t-t .) + (x-x .)l 
1 1 ~ 01 o1 1j 1!.: 01 01~ 

where the function f. represents a wave propagating to the 
right and ßi represeffts a wave propagating to the left side 
of the i-th column as a result of application of the force 
F(T). It is assumed that the functions fi and gi are continu
ous and for negative arguments equal zero. By taking into 
account that the first perturbation in the first column starts 
at the instaut to1 = 0 at the bottarn of that column, xo1 = 0, 
and the first perturbation in the i-th column starts at its 
bottarn as well, one gets: 

(8) 

By substituting (8) into the boundary conditions (6) a system 
of equations is obtained for functions fi and ßi· One easily 
observes that there occur simple relationship between arguments 
of the functions appearing in the same equation. Upon denot
ing the largest argument in each equation by the variable ~ 
the arguments of the remaining functions are then shifted by a 
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constant. This procedure leads to the following final system 
for six linear, ordinary differential equations of the first 
and second order for the unknown functions fi(~) and gi(~), 
i = 1,2,3: 

g 11 (~) + r g 1 (~) =- f 11 (~-2b) + r f 1 (~-2b) 
3 33 3 43 

(9) 

f 11 (~) = g 11 (~)(1-D )/(l+D) - F(~)/(K (l+D )) 
0 0 0 0 

where 

The system of equations (9) should be solved in the given 
sequence in the successive intervals of the argument ~. Be
cause functions fi and 8i equal zero for negative arguments, 
hence when solving equations (9) in this sequence the right 
hand sides of these equations are always known if force F(~) 
is a known function of time. 

3. NUMERICAL PROCEDURE AND EXAMPLE 

One notes that all second order differential equations in the 
set (9) have the form 

f"(O + rf 1 (~) _ g I I(~-~) + sg I(~-~) + h(~-k) 

where g 1 (~-~) and h(~-k) are given functions, and whose solu
tion for ~ ~ ~0 is as follows 
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f I(~) 
-r(~-~ ) 

0 
e 

~ 

[ f C g"(~-.Q,) + sg 1 (~-.Q,) + h(~-k)J 
~0 

r(x-~) 
e dx + f 1 (~ ) 

0 

After integrating by parts this finally gives 

f 1 (0 

e 

f I(~ ) 
0 

-r(~-~ ) 
0 

e 

-r(~-~ ) ~ 
0 

[<r+s) f 
~0 

~ 

f h(x-k) 

~0 

r(x-~ ) 
g I (x-.R,) 0 dx + (11) e 

r(x-~ ) 
0 

dx J e 

Since both integrals in equation (11) can be easily evaluated 
because g 1 (x-.R,) and h 1 (x-k) are known functions, one can now 
apply this equation to transform all second order differential 
equations in (9) and this gives the final systern of equations 
suitable for nurnerical integration: 

g 1 (~) =- f 1 (~-2) + f 1 (~-2) + g 21 (~-2) 1 1 2 

f2(~-2a) + fj(~-2a) + gj(~-2a) 
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f)(F,:) 

+ [(rl-f,;lDl) ~+ 1] 
-r1ll 

g2(f,;-ll) 2 e 

-r ll 
+ ßKl [fi (t,;) + fi(f,;-ll)e 1 ] 

-r ll ll 
f)(f,;-ll) 

2 e + [(r2-f,;2D2) 2 -l] 

~+ 
-r ll 

+ [(r2-f,;2D2) 1] 2 
g)(t,:-M 2 e 

-r ll 
+ llt,: 2 [fz(f,;) + fz(t,:-ll) e 2 ] 
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+ 

g)(O + 

+ 

where ll = E,; - E,; • The system of equations (12) can now be 
solved in the sRccessive intervals ll. Any numerical integra
tion procedure, e.g. Simpson Integratiun can be used, giving a 
simple, stable and effective numerical procedure for solving 
equations (9). 

As an example a three-storey building is considered with the 
following parameters: D0 = 6, D1 = D2 = D3 = 3, K0 = 0.15 and 
K2 = K3 = K4 = 0.5. Both column length coefficients a and b 
were varied between 0.8 and 1.2, and some results are plotted 
in Fig. 1 and Fig. 2. In Fig. 1 the strain 8y1/8x is plotted 
versus time t for the column cross-section x = 1 and a = b = 1, 
for the Dirac type of loading. In Fig. 2 the displacement Y3 
is plotted versus time t, for x = 1 + a + b, a = 1 and b = 0.8, 
1.0, 1.2, for the loading shown. 
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APPENDIX 

A similar procedure to the one outlined above but applied to 
the case of a N-storeyed building with storeys of various 
heights leads to the set of 2N differential equations for the 
functions fi(~) and gi(~), i = 1,2, ••. ,N: 

- f~(~-2a.) + f~+l(~-2a.) + g~+l(~-2a.) 
l. l. l. l. l. l. 

i 1,2, ..• , N-1 

fi (~) g 1'(~)(1-D )/(l+D) - F(~)/(K (l+D )) 
0 0 0 0 

(10) 

f~'(~) + r. 1f~(~) l. l.- l. 
- g~'(~) - K. 1D. lg~(~) + 2K. lf~ 1 (~) l. l.- l.- l. l.- l.-

i 2,3, .•. , N 

where 1,2, .•• , N-1 

and ai' i 1,2, .•. ,N, are length coefficients for all storeys. 
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COMPUTER PROCEDURE FOR OPTIMAL DESIGN OF STRUCTURES 
UNDER TRAFFIC LOADS 
Lj. R. Savic 
Civil Engineering Faculty, Belgrade, Yugoslavia 

1. INTRODUCTION 

11-13 

The concern of a structural engineer is today extended to the 
area of the optirnurn structural design. Between rnany different 
approaches to structural design an irnportant role plays the 
optirnality criteria approach based on the assurnption that a 
criterion related to the behaviour of the structure is satis
fied at the optirnurn (Kirsch, 1981). Fully stressed design is 
an exarnple of such an approach, in which we start frorn the 
assurnption that in an optimal structure each structural ele
rnent is subjected to its lirniting stress under at least one of 
the loading condition. The chosen procedures for solution are 
usually iterative, where each iterative cycle consists of two 
steps: An analysis of the structure at the current design follo
wed by a redesign operation. Continuing the iterative process 
until the predeterrninated optirnality criteria are satisfied, 
we usually in a simple way obtain a reasonable design, not far 
frorn the optirnurn. 

In the present paper we pay attention to sorne problerns in 
the organization of cornputer prograrns when fully stressed de
sign is applied. By way öf background, it rnay be recalled that 
the fully stressed design procedures are relatively efficient 
in cornparison with rnany rnathernatical prograrnrning rnethods. How
ever, engineering experience undoubtly indicates that such a 
procedure usually yields a satisfactory good design. Our airn 
is to give sorne suggestions for the organization of a file base 
when fully stressed procedures are applied to structures assernb
led frorn line elernents. In Isreb's papers (1977, 1984) is shown 
how a file base of an optirnurn design problern can be generated 
in the case when the rnernber sectional properties, rnornents of 
inertia and section rnoduli are simple power functions of section 
area. Starting frorn Isreb's considerations which are related to 
analysis of structures under loads with fixed locations, we gi
ve sorne additional rernarks concernig the fully stressed design 
of structures under traffic loads, what is rnore cornplex than 
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the analysis in the previous case. 

2. DESIGN VARIABLES AND DESIGN INVARIANT QUANTITIES 

To give a general background, it is necessary to recall that we 
operate with two sets of quantities during a design process: 

(i) designvariables (quantities that can be changed in the 
design process) 

(ii) preassigned (or invariant) parameters. 
Design variables can represent the following physical pro-

perties of the structure: 
(1) the cross sectional dimensions or the member sizes, 
(2) the configuration of the structure, 
{3) the topology of the structure, 
(4) the properties of the material. 
The simplest design variables are the cross sectional di

mensions. Since many structural problems with a practical nature 
have fixed configurations, topology and material properties, we 
restriet our considerations to the size type of design variables. 

In what follows we confine attention on a straight uniform 
member with only one design variable - the cross sectional area 
A. We further restriet the element moments of inertia and sec
tion moduli to the forms 

I.= i.(A.)n {1) 
and J J J 

Z. = z.(A.)m (2) 
J J J 

respectively, where n and m are positive constants called ele-
ment inertia exponents. The indices j stand for the numbers of 
the members. The unit moment of inertia i· and unit section mo
dulus zj are positive constants that are ~ndependent from design 
variables. As a consequence of the above given size-inertia re
lation (1), the stiffness matrix of a beam element can be 
expressed as follows: 

(K .) = (k (lJ)AJ· + (k (2J )AY! 
J J J J 

(3) 

what holds for the case when the influence of shear forces ?n(~~e 
deformation of the beam is neglected. Matrices (k·(lJ)and (k· ) 
are called unit element stiffness matrices. The f1rst part oi the 
expression on the right hand side of the equation (3) represents 
the bar action, whereas the second part is related to beam acti
on. 

In regard to the above mentioned, the load vector for a 
beam element can we write in the following form: 

{P}= {p(l)}A +{p(O)} (4) 

where {p(l)} is the unit load vector due to size dependent loa
ding, such as gravity, and {p(O)} represents the dead loads. 

When the basic unknowns in the displacement finite element 
method - the nodal displacements are calculated, it is possible 
to find the force quantities related to a member cross section, 
according to the following equation: 
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( 5) 

where {U} are nodal displacements of the considered me1~7r and 
{s} J·s the vector of cross section forces. Matrices (s )and 
(s~2) are independent of the design variable A and are called 
un1t force recovery matr1ces. 

Within the scope of a computer program for the iterative 
fully stressed design procedure, the design invariant quanti
ties given in equations (1)-(5) can be calculated only once and 
stored on proper storage devices undisturbed throughout the 
program. That can be done for each structural element and ob
viously represents a departure from the traditional approach 
in finite element computer programs, where such file bases are 
not generated. 

3. FULLY STRESSED DESIGN OF STRUCTURES UNDER TRAFFIC LOADS 

In the case when the structure is subjected to traffic loads, 
which represent the motion of vehicles along the structure, the 
problern of finding a fully stressed design becomes apparently 
more complex and requires more arithmetyc operations. For each 
set of design variables, that means in each iteration step, we 
need to know the extreme values due to traffic load for certain 
force quantities. These quantities which are essential for the 
design correspond to the so called dangerous positions of loads. 
The efficiency of a computer program for solution of such prob
lems becomes an important task.As it will be shown in present 
paper, for structures assembled from straight uniform members, 
in a relatively simple way we can extend the file base descri
bed in Section 2 with several quantities, that correspond to 
the analysis of the structure under traffic loads. 

3.1. Influence functions for force quantities 
To find the extreme values due to traffic loads for a section 
force quantity we can start from the concept of influence 
functions. On the basis of reciprocity theorems the influence 
function for a force quantity can be determinated as a displa
cement function of the structure. This displacement function 
is due to a given unit generalized displacement in the consi
dered cross section, that corresponds to the force which we 
need to know. Let c and P be the considered cross section and 
the position in which we calculate the value of the displace
ment function, respectively. Denoting a value of the displace
ment function with v, we can write: 

VPC = VPC,i + VPC,d ( 6) 
where the displacement vpc (what means the displacement v in 
P due to given unit displacement in c) is expressed according 
to two values, vpc i and vpc d . The value vpc i is the value 
6f the displacement function,in p in what we call displacement 
indeterminate structure and depends directly on the values of 
the basic unknowns in a displacement finite element procedure. 
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Let uj, c be a basic unknown quantity, i.e. displacement or 
rotation, aue to the given displacement in C. For vPC

3
i we can 

use the following equation: 
M 

VPC · = L: Vp .u · C 
31- j=l 3J J3 

(7) 

where M stands for the total number of basic unknowns in the 
displacement finite element method. The value vp . is the 
displacement in P when u. c=l and uk c=03 k/j. 3 J 

J3 3 

In the situation when all basic unknowns are equal to zero, 
we in fact have to deal with a structure where still displace
ments are possible, but only along separate members. Such a 
structural system we call displacement-determinate structure. 
For a given displacement in position c of a considered member 
only the displacements along this member are nonzero in such a 
structure. In the equation (6) this is represented with vPC

3
d. 

Thus, the value vPC d is nonzero only when c and P belong to the 
same member. 3 

Examples for the above mentioned displacement functions are 
given in an other paper (Nikolic, Savic, 1983) and it will here 
not be repeated. However, it is important to observe that in the 
case when we neglect the influence of shear forces on the defor
mation, the functions vp . and vPC d along a beam element are 

3J 3 

independent of the cross sectional properties of a straight uni-
form member. Thus, we can view these functions as design inva
riant functions. 

The complete displacement function vPC depends on the va-

lues of unknowns Uj
3

C' which will be found as a solution of the 
basic set of the finiteelementlinear equations, where the ex
ternal nodal forces are caused by the given unit displacement 
in section c. Examples of expressions for these forces are also 
given in the above mentioned paper by Nikolic and Savic, where 
can be seen that the nodal forces, similarly as quantities de
scribed in Section 2, can be expressed as simple functions of 
the basic design variable of the considered member. 

3.2. Calculation of force guantities 
We now proceed to descr1be a su1table procedure for calculation 
of the extreme values for sectional force quantities in the case 
when the structure is subjected to a set of external concentra
ted forces, which represent the motion of vehicles along the 
structure. We denote the given forces as follows: 

q.3 j=1 3 2,. .. 3 R 
J 

where R stands for the total number of forces. Let sc be the 
force quan~ity.(in.the cross ~e~t1on C) that we will to calcu
late. Keep1ng 1n m1nd the def1n1t1ons and notations introduced 
in the Section 3.1., for a given position of the external forces 
we can write: 
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(8) 

where according to the equation (6), v c stands for the displa-
qj 

cement related to the position where the force q. acts. Using 
the expressions on the right hand sides of the e~uations (6) and 
(7) we write: 

(9) 

For a given unit displacement related to section c, the no
dal displacements ul c depend on the design variables, but all 

• 
other quantities in the expression on the right hand side of the 
equation (9) are independent on the design variables. 

To calculate the extreme values of sc , we must consider a 
sufficient number of different positions of the given set of 
concentrated forces. Under the assumption that all members of 
the structure are straight and uniform, this problern can easily 
be solved. First, we observe that the force quantity sc can be 
considered as a function of the given loads q., j=1,2, ... ,R and 

J 
a chosen coordinate x that defines the positions of the external 
forces: 

sc = sc(qj,xJ (10) 

The form of this function is obviously not constant for various 
values of x. Only for x varying within the limits of an interval, 
we have a function with a fixed form. Which separate intervals 
must be considered depends on the nature of the influence func
tion for sc and on the distribution of the given loads. In such 
an interval we have to deal with a function that is cubic in x. 
Consequently, to determine this function it is sufficient to 
know the values of sc for four different values of the argument 
* in this interval. When the function is determined it is easy 
to find the extreme values of the function in the considered 
interval. Repetitions of the above described operations for all 
intervals lead to the extreme values of sc that we need. However, 
it is usually before any calculation obvious that only a few in
tervals must be considered to find extreme values. Consequently, 
these intervals can be precisely specified before computations. 

When in this sence the positions of the given loads are de
fined, the corresponding values of the force quantity can we 
consider as 

{s }T = { (lJ (2J (tJ} ( 11 ) 
c sc sc · · · sc 

where superscript stand for the numbers of the load cases and t 
~ts the total number of load cases that we must to consider. 
Keeping the form of the equation (9) in mind, we can now write 
a following relationship: 
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(12) 

where (Qc) denotes a matrix with t rows and M columns. This 
matrix is independent on the design variables and for the pre
assigned positions of external load the elements in the matrix 
will be calculated according to the first expression on the 
right hand side of the equation (9). In the column vector {Sc 0} 
all elements will be calculated starting from the second • 
expression on the right hand side of the equation (9), what re
presents design invariant quantities. 

When for a considered design the nodal displacements {Uc} 
due to given displacement in c are determinated, we can proceed 
to the computation of the values stored in {Sc}. The next step 
consists of the calculation of extreme values for sc in the 
sence of the foregoing discussion. 

Within the scope of one design iteration step the procedu
r~ that is described for a particular force quantity sc can be 
be repeated for any other force quantity which is important for 
decisions in the design process. Design invariant matrices and 
column vectors related to the above mentioned force quantities 
will be computed only once before the iteration process starts 
and stored on proper storage devices together with design inva
riant quantities which are shown in the Section 2. 

Similar analysis is possible also for some structures that 
are assembled not only from straight uniform members, but that 
have simple size-stiffness and size-inertia relations. Such 
problems are not the subject of the present paper. 

On the basis of the considerations given in this paper an 
efficient computer program for a fully stressed design can be 
developed. The results that we obtain in such a computer ana
lysis can be further used, if it is necessary, as a good 
starting point for optimum design procedures based on mathema
tical programming. 

3.3. An additional comment on reanalysis methods 
To obta1n the bas1c unknowns {Uc}for a g1ven un1t displacement 
related to a considered cross section c, the structural equili
brium equations 

(x){uc} ={Re} (13) 
must be solved. Here (x) stands for the global stiffness matrix 
of the structure. The column vector {Re} represents the nodal 
forces due to given unit displacement in c. But often in the 
iterative structural optimization procedures only approximate 
solutions of the equilibrium equations can be reasonably appli
ed (Kirsch, 1981). In the case when we have to solve equation 
(13) in various iteration steps, such an approach can lead to 
an efficient computer program. Proceeding from one iteration 
step to the next the considerable modifications of the design 
variables can be restricted to a small part of the structure 
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and we can, for instance, use the reduced basis method to solve 
the equation (13). 

In the reduced basis technique we start from the assumption 
that the displacement vector of a new design can be approximated 
by a linear combination of a number of linearly independent vec
tors related to previously analyzed designs. The number of later 
vectors is much less than that of the degrees of freedom in the 
structure. The basic question in using reduced basis method lies 
in the choice of a set of these vectors. One possibility, that 
is suggested by Noor, A.K. and Lowder, H.E., 1974, is based on 
the first-order Taylor series approximation of the displacement 
vector. * * * 

Let {r1}, {r2}, ••• , {r} be a set of a linearly indepen-
dent veGtors. Next, denote w~ {Uc} the displacement vector of 
an original analyzed design with variables 

* * * 
Al, A2, .. . , AB 

where ß stands for the total number of design variables. Then, 
we can assume the following: 

( 14) 

* * {rj+l} = {auc~aAj}, j = 1,2, ... ,ß 

The vectors {3U~/3A.} can easily be obtained by differentiation 
J 

of the equilibrium equation (13) with respect to A.: 
J 

* * * * (K ){au cfoA .}= - (aK ;aA .) {U c} ( 15) 
' J J * where the curre~t design stiffness matrix (K) is used for cal-

culation of {3UC/3Aj}. We further obs;rve that under assumptions 
adopted in Section 2 the matrices (aK /3A.) ,have simple forms. 

J 
Such a matrix can be assembled after differentiating the stiff
ness matrices of individual elements with respect to A •• Equa-
tion (3) yields J 

(aK ~/3A .) -= n(k ~2)}/(n-1) ( 16) 
J J J J 

and 
* (aK ./3A .) = 0, i;tj, ( 17) 
'Z- J 

what indicates that (aK*/aA.) is a sparce matrix with only one 
* J nonzero submatrix (aK./3A.), which can be calculated in a simple 

way multiplying the d~sig~ invariant matrix (k~2)) by nA~(n-l). 
J J 

The displacement vector {V } of a new design can be 
expressed in terms of the chosen basis vectors (14) as 

where 
{Uc} = (r;){y} ( 18) 
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* * * * (rB) = ( {UC} {3Uc;I3A 1 }... {3Uc;I3Aß} ) 
( 19) 

T 
{y} ={yl y2 ... yß+l} 

The vector of undeterminated coefficients can be obtained 
solving a small system of equations, that can be easily deri~ed 
substituting equation (18) 1 in (13) and premultiplying by (rB): 

(20) 
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OPTIJviiZATION OF STRUCTURES WITH RANDQ}1 PARAI'vlETERS 

s .. F. J6zwiak 
Palitechnika Warszawska, Warszawa, Polska 

1 o· INTRODUCT ION 

Structural design problems can be usually formulated 
in the form of corresponding optimization problems. 
Genarally recognized nondeterministic nature of stru
ctural design and the necessity of making decisions 
under conditions of uncertainity suggest that such 
problems should be formulated as stochastic optimi
zation problems~ Uncertainity may arise either from 
randomness in the structural properties and loading 
or from arbitrary decisions made in the process of 
idealization, or both. The main reason for neglec
ting the probabilistic /random/ character of parame
ters defining the structure and therefore limiting 
the analysis to the deterministic" model, are diffi-· 
culties in dealing with the stochastic programming 
problems, especially in the case of more complex 
structures. Formulation of the optimization problern 
presented in the paper is based on the concept of 
the expected value. Solution of the corresponding 
mathematical programming problern has been obtained 
by means of indirect method. The basic idea of the 
method is to convert the probabilistic problern into 
an equivalent deterministic one. In the paper the 
chance constrained programming technique has been 
applied. The technique was oryginally developed by 
Charnes and Cooper [1] and has been adopted and app
lied to solve engineering problems, amon~ others, by 
Rao [6], Davidson, Felton and Hart [2}[3J. 

2. FORMULATION OF STOCHASTIC OPTIMIZATION PROBLEMS 

In the formulation of optimization problems, invol
ving systems described by random variables /stochas
tic optimization/, two main approaches can be men-



www.manaraa.com

11-22 

tioned. In the first the optimization problern con
sists in finding the decision variables for which 
the objective function reaches extrema /minirnum/ on 
the assurnption that random variables adopt such va
lues for which the criteria reach the most unfavou
rable value. This approach leads to the rninimurn-rna
ximurn optimization problern. The second approach is 
connected with the concept of expected value. The 
objective function and /or/ the constraints are for
mulated as expected values of function of randorn va
riables. Expected value of function f(x,y) is [4]: .,._ 
Ef(x,y) ~00 J f(x,y) h (x) dx • ( 1) 
where f{x,y) - function of randorn variable x and 
deterrnin1stic variable y, E - expected value, h(x) -
probabiliy density function. 

Stochastic optimization problern can be stated in 
the form of thc following stochastic programming 
problern: 
rninirnize Ef(X,Y) { 2) 
subjected to 

Pj(X,Y) = P (gj(X,Y) ~ ü);?!pj' j=1,2, •• qk (3) 
where f{X,Y) - objective function, X - vector of N 
randorn variables in which it is assurned that XL 1=1, 
2, ••• ,n, n ~ N, are decision variables, Y - vector of 
rn deterrninistic decision variables, k - nurnber of 
constraints. 
Equation (3) denotes that probability of realizing 
gj(X,Y) greater or equal to zero rnust be greater 
than or equal to specified probability p • The sto
chastic programming problern stated in Equations (2} 
and (3) can be converted into an equivalent determi
nist1c nonlinear programming problern by applying the 
chance constrained programming technique. For this 
purpese constraint functions gjlX,Y) are expandet 
about the rnean value of X 

high er 
_ N ~ I order 

gj(X,Y} = gj(X,Y) +La~~ (xi-x~ +derivative (4) 
i. ~1 1 X=X terms, 

where X - vector of mean values of randorn varia
bles x~ i=1,2, ••• ,N. 
If standard deviations OxL of x~ are srnall, gj (X,Y) 
can be approximated by the first two terms of equ
ation (4). The rnean gj and standard deviation Ogjare 
given by: 

(5} 
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Carrying out transformations, as shown in [6], the 
inequality constraints (3) can be finally written in 
the form 

~ o, ( 6) 

-1 
where ~ (p) is the value of the standa.rd normal 
variate corresponding to the probability p • 
Simila.rly to constraint functions the objective fun
~tion f(X,Y) can be expandet about the mean value of 
X. Neglecting the terms of order higher than two, 
objective function can be written as: 

N 

f1X,Y) ~ f(X,Y) + \ ~ f I (x.-x.J = ~(X,Y). (7) Lox. 1 1 
i.=1 1 x:x 

If all Xt.., i=1 ,2, ••• ,N follow normal distribution , 
the function4'(X,Y) also follows normal distribution. 
The meanyr and standard deviation D~ are: 

N 2 .. A_/z 

ljJ = ljJ (X, Y) , bo/ = [ L (lfi) I X=X Dx:] . ( 8) 
L=1 

For the purpose of optimization the new objective 
function Fd can be constructed as: 

( 9} 

where k1~ 0, k2~ 0 indicate the relative importance 
of ~ and s~ for minimization. 
Thus the stochastic optimization problern stated in 
the form of stochastic programming problem has been 
converted into an equivalent deterministic nonlinear 
progra.mming problern stated in equations (9) and (6). 
An inconsistence must be mentioned here between the 
definition of the objective function given by equa-
tion (2} and equivalent determinictic function (9J. 
Equation (9) is consistent with the definition (2 
only for k1=1 and kz=O. For k1=0 and kz=1 F~ is 
equal to 6~ and the problern is formulated as optimi
zation with the criteria concerning standard devia
tion of objective function. 

3. OPI'IEIZATION OF ENGINEERING STRUCTURES \VITH 
RANDOM PARAMETERS 

For the purpose of the design of engineering struc
tures, the constraints are usually formulated as: 
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gj (X,Y) = bj (X,Y) - Bj (X,Y) ~ 0, (10} 

where bj(X,Y) - j-th response of the system, Bj (x,y 
- allowable limit for j-th response. 
Constraint (6) takes the form 

-1 -l 2 2. ]12 
"bj + p(pjJ obj + 6Bj -Bj ~ o, (11} 

where standard deviations bb·' bB.are given by 

[ 
N 2 J Yz J[ N J 2. J Af2 

bbJ· = r. (~~l~J 1 ~~l. , oB.= IJ~~~J 1 s~. . (12) 
~-1 X.=X ) ~ 1 l X=X l 

For some typical cases, the formulae for the determ~ 
nation of the mean values of response and derivati
ves ab/ax~ occuring in formulae for standard devia
tions are given in table 1. 
Basing on the presented approach, programm modules 
have been prepared for the optimizat1on of enginee
ring structures. The following t~rpes of structures 
can be optimized by the modules available at present 
1. structures under static loads, 

-plane and space trusses, 
-beams on elastic foundation, 
-plane strain, plane stress and axisyrnmetric 
structures, 

2. free vibrating structures, 
-plane and space trusses, 
-plane strain, plane stress and axisymmetric 
structures, 

3. structures under dynamic loads, 
-plane and space trusses, 
-frames, 
-plane strain, plane stress and axisyrnmetric 
structures. 

4. EXAMPLES 

Two examples are presented to illustrate the techni
que. Inequality-constrained problems in the form of 
Equations (9) , (11) were solved by application of 
Mathematical Nonlinear Prograrnming System [6] using 
Powell' s method. The structures were assumed to be 
linearly elastic with Young modulus E=210000 MPa. In 
both cases it was also assumed that random variables 
are statistically independent and follow normal di
stribution. 
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Truss example The truss sho'Wll: in Figure 1 .is de,si
gned to transmit loads P1, Pz. The mean volume V is 
taken as objective function and element cross-section 
areas at, i=1,2, ••• ,7 are taken as design variables. 
Mean values of random decision variables are restri
cted to lie between prescribexi values and constra
ints are placed on probabilities P-1, P2. of displace-· 
ments /u7 , ug/ exceeding allowable values d~, dz. 
The stochastic programming problem can be stated as 
follows& 
minimize EV 
with constraints 

min - max a. ~ a. L. a. , 
l - 1- l 

P [ u7 - d 1 ~ 0 J 3 p 1 , 

P [ u9 - d2 ~ o] ~ P2 " 

( 13) 

( 14) 

( 15) 

where u7 , u 9 displacements of joints 4 and 5 in 
x direct1on .. 

2cm2 ~ X-f .;; 1 Ocm2. 
1 cm2 <: x 2 ~ 5cm2 

1 cm2 < x~ <. 5cm2. 
Figure 1. Plane truss 

p = 0.95 
1300 5; = ~= s; .. oa. 
1200 

1100 

1000 

o.o 0.2 0.4 

F1gure 2. Influence of sta
ndard deviation Waon the 
optimal volume of the stru
c:.ture 
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Corresponding deterministie problern has the form: 
7 

minimize V= L ai li (16) 
~=d 

with constraints 

min - max 
ai ~ ai ~ ai ' 

-~ 
u7 + ~ (p1) Su - d1 ~ 0' 

7 
-i 

u9 + ~ (P2) bu - d 2 !:S 0, 
9 

t 17) 

( 18) 

where 1~ - i-th element length. 
Displacements u7 , u 9 and 6u7 , Su9 can be calculated 
according to formulae given in table 1. 
Figures(2)and(3)show results obtained on the assum
ption that aross-seGtion areas a~ are only random 
variables. To simplyfy calculations it was also a
ssumed that a~=x1 for i=1,2,3,4, a~=xz for i= 5,6, 
a7=x3 and that 6xj=5a. for j=1 ,2,3. In numerical cal
culations it was assumed that: P-t=P2=P, d1=0 •. 05 cm, 
d2=0.10 cm, P1=30 kN, P2=10 kN. 

V 

[cm3) 
-4 

u ·"" Jü ·I + ~ (P) 6 , 
J J uj 

j==7 '9 

1100 
2 cm , i=1 ,2 ,3 

1000 

0.5· 0.6 o. 7 o.s 

- 2 x 1=3.50cm 
- 2 x2=1.00cm 

x3=1 .oocm2 

u7=0.045cm 

u9=0.103cm 

p ... 
0.9 1.0 

Figure 3. Influence of probability p on the 
optimal volume of the structure 
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The influenee. of standard deviation of cross section 
area oa on the optimum volume is shown in Figure 2"' 
Optimum structure volume V v/s probability p is pre
sented in Figure 3. The optimal values of decision 
variables and joint displacements Ur' u 9 arealso g~ 
ven in the figure. 

Free vibrating truss The example concerns the de
sign of the truss presented in Figure 4. To avoid re
sonance it is prescribed that the lowest fundamental 
frequency must be grearer than the excitation fre
quencyS?. .Joints coordinates Yt, i=1 ,2 ,3 are dec.ision 
variables /y-1 =x2, yz.=Zz, Y3 = x:3/. The mean volume V 
is taken as objective function with the following 
constraints 
min max 

yi ~ yi ~ yi ' i=1,2,3 19 

p [ Q min - 52 ~ 0 J ~ P ' 20 

w.here Wmin can be calculated accord.ing to formulae 
given in table 1 /problem no. 4/, y'r'" , y:' 0 x, 52, p -
are given values. In this problern it was assumed 
that the only random variables are element lengths. 

z, 
50cm~y1 ~ 100cm 

20cm.< y 2 ~ 50em 
187 10cm..;y3< 100cm 

y 1=-x2 186 

Y2=Z2 
185 

y3=~ 

G ~~--.... ·--.......... --.1.4· •• p 
o~5 o.a 0.9 1. 

Figure 4. :Pree wf.- Figure 5. Influe:nce of pro-
brating truss bability p on the optimal va

lume T of the structure 
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The deterministic programming problern has the form: 
3 

minimiz e V = 2 a. l. (X, Y) 21 
·---:i l l 
~=·· 

with constraints 
min max 

Yi ~ Yi ~ Yi 
-1 

(J min - ~ (P) 0,, -:-2 ~ 0 ' 
""m•n 

where l~ - i-th element length, a~ - area of the 
cxoss-section of i-th element. 

22 

23 

The numerical results presented in Figures 5 and 6 
were obtained for a~= 1 cm2 , i=1,2,3, material den
sityg=7.8 10 Nsek /cm ,2=3125 rad/sek. In :Figure 
5 the influence of probability p on optimal volume 
V is presented The optimal volume v/s standard de
viation oL is shown in Figure 6. The optimal values 
of decision variables are also given in this figure. 

188 
p = 0.9999 

187 y1=44.8cm 
y2=41 .Ocm 

186 y3=35.0cm 

185 
y1=42.5cm 
y2=41.8cm 

y 1 =4-0 .. 3 CJI1 

y3=35 .ocm 

y 2=42 .. 0cm. 
y 3=35.0cm 

1 I (c:J_ 6 
o.o 1 .o 2.0 

Figu.re. 6. Influence of standard devia
tion 6L an the optimal volume of the 
structure 

l 
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Table 1. Estimation of mean values of b 
and derivatives a~)(,:. 

Problem System 
no •. re sponse 

Mean Response derivatives 
value of 

1 •. 

2. 

3. 

response 
for X=X 

b = u -1 
u- joint u=K F 
d isplacement s 

b="t 
t-stresses 
in elements 

b. = Ä .. 
~3 - j:Jth 

J 
eigenvalue 

-- -- -U. ab ~1laF' -aK J ox~ -K 'ax~ oXj. 

where () b/clxj,.. - vector with elements abj /3x~, 

v .. x 

K- stifness matrix, M - mass matrix, F - force vee
tor, T - matrix of element geometric and material 
properties, A- j-th eigenvector,Sy-Kronecker delta. 
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ANALYSIS OF PLATES BY THE INITIAL VALUE METROD 

H.A. Al-Khaiat 

Kuwait University, Kuwait 

1 • INTRODUCTION 

The analysis of plates may be either "rigorous" or "approxi
mate". The rigorous analysis consists of techniques for seeking 
direct solutions to the partical differential equation of 
plates [1]. A rigorous solution of reetangular plates can be 
obtained only for a limited number of cases. For the majority 
of practical problems, a rigorous solution either can not be 
found or is of such a complicated nature that it can be applied 
only with great difficulty in a practical computation. For many 
cases, approximate methods are the only approaches that can be 
employed. Of the many numerical methods used, finite-element 
[2] and finite-difference [3, 4, 5] techniques are the most 
frequently used methods. 

The initial-value method is an approximate method that has 
proven its efficiency in the analysis of beams [6] and cables 
[T]. In this study, the method is applied to plate problems; 
the results of the method and its efficiency can be shown to be 
better than the other numerical methods for many plate problems. 

2. INITIAL VALUE FORMULATION 

The initial-value method is applied to the two-dimensional 
plate problems. The method consists of solving the differential 
equation of plates (1) by the step-by-step integration pro
cedure. 

p 

D 
( 1) 

Since integration is possible for only one direction, the finite 
difference equations are employed to replace the derivatives in 
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the other direction with deflections. 

The integration procedure for the initial-value method can be summarized for the plate shown in Figure 1 as follows: 

y,j 

I 

1\ 

w,p 

Figure 1. Mesh of a Reetangular Plate 
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1. The fourth derivative is written as follows: 

P .. 
~ 

D 

a2w 1 
+ (-2). · 1] - -4· [w. · 2- 4w· · 1 ax l,J+ g l,J- l,J-

+ 6 w .. - 4 w .. 1 + w .. 2] l,J l,J+ l,J+ 

11-33 

(2) 

2. Along edge i=1, certain quantities of the deflections and 
their derivatives are fixed by the boundary conditions and 
other values are assumed. Application of equation (2) at i=1 

. . . a4w w1ll y1eld the correspond1ng values of (~) ..• 
ax l,J 

3. At section i=2, it is first assumed that 

(3) 

4. All lower order partial derivatives can be determined from 
the trapezoidal-rule integration procedure. These value are 
then substituted into equation (2) to establish new value of 

a4w 
(---r;) ..• ax l,J 

4 
5. If any of the resulting values of (~) .. determined in 

ax l,J 
Step 4 does not agree as closely as desired with the values as
sumed in Step 3, then the new values are taken as the assumed 
values and Step 4 is repeated. 

6. The integration is continued over the next interval (next 
i) and Steps 3, 4, and 5 are repeated. The s~me procedure conti
nues until the terminal section (edge i=n) is reached. 

In Step 6, deflection and their derivatives were found at 
i=n. Some of these values or some combination of them should be 
zero in order to satisfy the terminal boundary conditions. 

Thus it is necessary to carry one particular solution and 
2m independent homogeneaus solutions across the structure. The 
true solution results from combining the particular solution 
and some linear combination of the homogeneaus solutions that 
will satisfy the terminal boundary conditions. 
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3. DISCUSSION AND RESULTS 

For a tupical plate problern with a mesh nxm, and with all edges 
simply supported or fixed, the finite-difference method produ
ces n-1 x m-1 simultaneous equations. The finite-element me
thod, on.the other hand, haa at least 3(n-1)x(m-1) degrees of 
freedom. But, depending on the direction of integration only 
2(m-1) or 2(n-1) simultaneaus equations are needed to solve 
the same problern by the initial-value method. 

Example 1 
The method has been applied to a square plate with uniformly 
distributed load. The results for two different boundary condi
tions are given for the coefficient of the maximum deflection 
(a ) and the coefficient of the maximum moment (c ) in Table 1. 

m m 

Table 1. (a) a (x10-6 )with Simply Supported Edges 
m 

4x4 Mesh 8x8 Mesh 
Method 

% % a a m Error m Error 

Exact 4062 4062 
Finite Element 3939 -3.03 4033 -0.71 
Finite Difference 4030 -0.79 4055 -0.17 
Initial Value 4o44 -0.44 4059 -0.07 

(b) C (x10-4 ) 
m 

With Simply Supported Edges 

4x4 Mesh 8x8 Mesh 
Method 

% Error % Error c c m m 

Exact 479 479 
FE 502 +4.80 
FD 457 -4.59 473 -1.25 
IV 475 +0.84 479 o.oo 
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Example 2 

(c) a (x10- 5 ) With Fixed Edges 
m 

4x4 Mesh 8x8 

a % Error a % m m 

Exact 126 126 
FE 140 +11.1 130 
FD 180 +42.9 143 
IV 133 +5.6 128 
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Mesh 

Error 

+3.2 
+13.5 
+1.6 

In Table 2, the results for a square clamped plate with a con
centrated load at the centre are shown. 

Table 2. Values of a 
m 

Method a (x1o-5) % Error m 

Exact 560 
FE 580 +3.57 
IV 552 -1.43 

Example 3 
The method has been, also, applied to a reetangular plate 
(t =2t )which is subjected to a uniform load and a uniform 

y X 2 
. ( 4n D) . . . tenslon taken as ---2- • The coefflClent of the maxlmum deflec-

tion lS: 

1 
y 

Exact Method : a = 0.0670 
m 

Initial Method: a = 0.0676 
m 

% Error = +0.90 

4. CONCLUSION 

The method consider-ed has given the lowest magnitudes of errors 
in all the examples and requires less time in the solution of 
the problern than the other numerical methods. 
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COMPUTER-AIDEO DESIGN OF STEEL FLOOR BEAM FRAMEWORK 

M.C. Thakkar and S.J. Shah 

Elecon Engineering Co. L td, 
Vallabh Vidyanagar 388 120, Gujarat. 

INTRODUCTION 

In Industries like cement, petro-chemical, steel, fertilizer, 
power generation; structural floors in tall buildings in steel, 
like Crusher Houses, Junction Towers, Winch Towers, Take
up Tower and such other buildings, play prominent roJe in 
the overall structural designs of such buildings. Machineries 
like crushers, motors, gears, winch, conveyor: head-end & tail-end 
chutes, hoppers, belt feeders, maintenance appliances etc., 
are the important mechanical items to be supported on floors. 
Requirement of floor beam framewerk grid type and size 
vary from application to application and also to the size and 
type of equipment to be supported. 

If rational approach for design of these floor beam framewerk 
is adopted, then it would save considerably in steelwork and 
also in design time. 

Conventional design approach in floor design, adopted by the 
average design engineer is much more cumbersome, laborious 
and time consuming and would not normally permit the choice 
from various alternative feasible designs. 

Structural design requirement for the steel·-floor framewerk 
are in general as follows. 

1. Load requirements. 

2. Fabrication and erection methods. 

3. Design code constraints as applicable in the area. 

4. Material availability of steel section and utilisation. 
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Keeping above requirement in mind, the authors have made 
a major break-through and developed CAD for steel floor 
beam framework named as CAD-FLOR. 

Preliminary work 
The floor beam framework is not repetitive in steel buildings. 
The floor beam grid is decided by an experienced design engineer 
[Fig 1]. Loads on beam (say dead Ioad, live Ioad, material 
load, spillage, machinery Ioads etc, say uniformly distributed 
Ioads, point Ioads) are also decided by designer, [F ig 1] taking 
into account, machineries under various conditions of operation. 

CAD-FLOR DESCRIPTION 

The Ioads on the beam can be of any number of point Ioads 
and/or uniformly distributed Ioad of different Ioad intensities. 
The beams are assumed to be simply supported for finding 
the reactions, bending moments etc. 

The beams can have the unknown point Ioads which are to 
be picked up from the previously solved beam reactions -
may be left hand side or right hand side reactions. 

Atomatic numbering can also be taken care for any no. of 
similar beams with respect to span, Ioad positions etc. 

Input data 
Input data for a problern with a view to fix up span, loadings, 
unknown point Ioads, Ioad positions; are kept to minimum. 
Input data consist of span, point Ioads, uniformly distributed 
Ioads, and their dimensional locations, unknown point Ioads 
in the form of serial no. and reaction notations. 

Analysis 
The floor beam grid is not repetitive in steel buildings. The 
span may repeat but not the Ioads to carry. But if one desires 
to go for rigorous structural analysis to check deflection, 
then it takes too much time or consumes more computer 
time both of which adds to cost very often it so happen 
that such rigorous analysis is not at all required. 

Instead, the authors have taken different approach. From 
their experience they developed the formula to check deflection 
& calculations are carried out for minimum moment of inertia 
requirement. 

Optimal design of sections 
The available structural sections are grouped keeping in view 
the functional and structural (flexural members) requirement, 
the available structural sections are grouped in weight ascending 
order so that the analysis is not required to repeat but the 
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computer will go on checking the members arranged from 
the group. Computer will select the member when all the 
constraints such as Indian Standards design codes [1] [2] restri
ctions, functional requirements, minimum modulus of section 
required, minimum moment of inertia required - are met 
with. The result will be the optimal solution. 

Design Output 
Design output is presented in such an understandable format 
in which principal values such as reactions, bending moments, 
the maximum moment points, the modulus of section and 
second moment of inertia required and provided are printed 
in such a way that the non-conversant engineer can follow 
and the manual scrutiny of design is also possible. The total 
weight of steel required for the floor under consideration 
is also calculated. 
The output from IBM360/Itlt for the floor Fig:l is indicated 
by Fig:2. 

CAD-FLOR APPLICA TIONS 

The CAD-FLOR system developed by the authors has been 
successfully used in many buildings for material handling projects 
in India, e.g. Satna Cements (Madhya Pradesh), Korba Thermal 
Power Station (Madhya Pradesh), Ramagundam Super Thermal 
Power Project (Andhra Pradesh), Wanakbori Thermal Power 
Station (Gujarat). 

Further Development 
The authors are planning to develop system further to use 
as preprocessor to get the optimal computerised designs for com
plete building. 

CONCLUSIONS 

1. With CAD-FLOR, structural designs for steel-floor beam 
framewerk for different projects will be consistant. 

2. Chances of numerical errors are eliminated. 

3. Approach for analysis and design in CAD-FLOR has helped 
in getting the optimal design solution. 

UNITS 

1 kg = 9.80665 N 
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AN ESTIMATING PACKAGE FDR STEEL FABRICATED STRUCTURES 

H C Ward 

CAD Unit, Teesside Polytechnic, Middlesbrough. 

1. INTRDDUCTIDN 

In order to make a profit, or for that matter even to stay in 
business, it is necessary for manufacturing concerns to be more 
competitive than their rivals are. This is usually attained by 
the installation of new equipment, reduction in manpower, bonus 
incentives etc. Basically all these methods are directed 
towards one end - increased productivity, or to put it more 
bluntly - 'more output for the same number of employees' or 
'maintain the same output with fewer number of employees'. 

However no matter how the productivity is achieved unless 
orders are obtained the firm will suffer dire consequences. 
Therefore in order to succeed it is essential to get out and win 
orders. This can only be achieved by the preparation of tenders 
accurately and quickly, which in turn depends upon the efficiency 
and size of the estimating department. Efficiency generally 
controls the accuracy of the estimate, size controlling the 
number of tenders which may be handled in any given time. 

The larger firms, although having reduced manpower over the 
years, have generally retained reasonably sized estimating 
sections. However efficiency is generally lost by each estimator 
having to spend time searching through standard data in order to 
maintain uniformity. Alternatively each estimator may be 
allowed to do his/her 'own thing' in which case lack of accuracy 
and uniformity is likely to be predominant. 

The smaller firms, in a bid to reduce manpower, are often 
reduced to one estimator, or even to share this job with some 
other function. Due to working under pressure the net result is 
the production of ill-prepared, inaccurate estimates. To make 
matters worse if the person concerned is involved in other 
functions then these too tend to suffer. It follows therefore 
that there is a need for fast, efficient and uniform tendering 
procedures. 
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2. CURRENT PRACTICE 

Present methods of preparing estimates for fabricated structures 
may vary slightly in the detail, but in general will involve 
the following major features. 

(i) Identification of the sections involved, along 
with the length and number-off for each section size. 
This may be eased if a bill of materials is 
available, however in many instances at the 
tendering stage outline drawings only are available. 
This, therefore, involves careful study of what 
may turn out to be not very carefully prepared 
drawings. 

(ii) Using this information it is now possible to 
calculate the total weight of material being 
used, and its total cost. To do this requires 
constant reference to standard section tables, 
and must also take into account the source of 
the material itself, eg. stockholder, mill or 
any other source. 

(iiil At this point some firms may resort to the 
practice of taking the total weight of the 
material and multiply this by some set cost/tonne. 
This figure is then used as the estimated price. 
While this may be acceptable on small jobs it 
can be extremely dangeraus for larger or more 
complex jobs. If the multiplying figure is too 
low then the firm may be given this contract 
andin due coursefind themselves in a job 'loss' 
situation. On the other hand if the figure is too 
high then they will probably lose the contract to 
some rival company. 

(ivl In order to overcome the dangers of employing 
stage (iiil it becomes necessary to determine 
the various manufacturing operations which need 
to be carried out on each section, plus 
determining any other actions necessary. 
These may then be costed and totalled. 

(v) At this stage all costs, materials, labour, 
transport and any other additonal costs may be 
added tagether to form a total cost for the 
project. To this is added some margin for 
profit in order to make up the estimate price. 
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It can be seen that this can be a lengthy process, and one 
which is prone to human error. The author can remember a test 
case in which five estimators in the same firm were each given 
the same estimate to prepare. The result was five prices which 
were so vastly diverse as to be almest unbelievable. It was for 
this reason that the use of computers for estimating purposes 
was considered. The criteria to be met was speed, accuracy, 
uniformity and the ability to be used on microcomputers as well 
as larger mainframe or super-mini computers. 

3. COMEST 

Based on the recommendations of a short feasibility study Comest 
is a computer package which was developed to assist in the 
speeding up of the estimating process, with the additional 
advantages of less probability of error and more uniformity of 
prices, irrespective of which estimator prepares the estimate. 
The package is modular in concept, Figure1 giving an overview 
in line diagram mode. 

It can be seen that there are basically two main areas of 
concern in the package. 

The first concerns the creation of standard data-bases, which 
in this instance concerns details of standard sections, the 
welding times, drilling times, and a shorter base holding details 
such as labour rates, steel prices, etc. 

Under normal conditions the estimator does not require 
direct access to these data-bases and hence they are passward 
protected. This ensures that the data cannot be modified or 
deleted by unauthorised personnel. 

The secend area is that of producing the actual estimate 
itself, and is so designed that in operation the estimator 
follows the same logical train of thought as in manual estimating, 
but without any of the mental hassle involved in that process. 

Estimate 
Input On entering the estimating module the screen is cleared, 
and the estimator is presented with a typical estimating sheet 
heading, as shown below in Figure 2. 
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XYZ FABRICATING COMPANY 

MATERIAL ESTIMATING SHEET 

CUSTOMERS NAME 
ANYBODY FABRICATORS 

DATE 
02-04-1985 

SECT 
NO 

2 
3 

SECTION TYPE 
& SIZE 

UB686X254X152 
UB686X254X125 
Fini 

LENGTH 

3 
4 

11-47 

ESTIMATE NO 
AF-123 

NUMBER 
OFF 

6 
4 

PR ICE 
CODE 

S/H 
S/H 

A list of entries will follow. Che.ck them and note any Section 
Numbers which require modifying. 

SECT 
NO 

2 
+ 

SECTION TYPE 
& SIZE 

LENGTH 

FIGURE 2. 

NUMBER 
OFF 

PRICE 
CODE 

It will be seen that it is quite a Straightforward task to fill 
in this sheet, simply filling in the details required, the cursor 
automatically moving to the next required piece of information. 

On completion of the header the cursor moves down to the 
section input requisition. Again it can be seen that it is a 
simple matter to enter data. 

The first column represents the number of entries made, and 
it is automatically printed on the screen by th.e program as the 
estimator progresses. One of the major points was the format 
to be adopted for entering a section type and size. The format 
eventually chosen is believed to be typical of the manner in 
which an engineer would describe the section in words. 
The example shown is the format for a Universal Beam 
686 x 254 x 152. A similar format is used for plain plate and 
ehequer plate. When asking for the price code it was felt 
safer to ask the estimator to actually enter 'MILL', 'S/H' 
or 'SPE' rather than a simple code such as 1, 2, or 3. 

Having completed one section the program immediately asks 
for the next section, and will continue until the estimator 
signals that he has no further entries to make. This is done by 
entering 'Fini' instead of a section identity. 
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At this point the estimator is given the opportunity to 
examine, modify or delete any entered item. 

When satisfied that all is correct the program will 
calculate each entry's weight and cost, the total weight and 
cost, and will produce a printout of all details up to that point. 

XYZ FABRICATING CDMPANY 

MATERIAL WEIGHT & COST SHEET 

CUSTOMERS NAME 
ANYBODY FABRICATORS. 

DATE 
02-94-1985 

ESTIMATE No. 
AF 123 

TOTAL MATERIAL WEIGHT .... = 12 TONNES. 
TOTAL COST ............... ~3000.00 

FIGURE 3. 

The estimator now has the option of ending the program, or of 
going an to fill in the manufacturing requirements. 

Manufacturing Operations On entry into this part of the program 
the estimator is given the opportunity of entering the 
manufacturing requirements for each section in turn. Displayed 
an the screen is a work content sheet as shown in Figure 4. 

WDRK CONTENT SHEETS 

WORK CONTENT FOR ITEM - SECTIDN-UB686X254X152 

1 SAW-No.CUTS & BEVEL ANGLE .. (2) 
2 CROP-MULTIPLE FACTOR ....... (2) 
3 BURN M/C-THICKNESS, LENGTH(2) 
4 BURN Q - THICKNESS, LENGTH(2) 
5 BURN HAND- LENGTH ......•.. (1) 
6 BURN- END PLATE ... No.ENDS.(1) 
7 PLATER- MARK TIME ......... (1) 
8 PLATER- ASSEMBLE TIME ..... (1) 
9 PLATER- S.E.PLATE.No.ENDS.(1] 
10 WELD- PROFILE STD, No.ENDS(1] 
11 WELD- THICKNESS & LENGTH .. (2) 
12 WELD PREPn. - LENGTH ....... (1) 
13 STD. NOTCH- No.ENDS ....... (1) 

14 DRILL-STD.CONN No.ENDS(1] 
15 DRILL M/C-No.HOLES ...... (1) 
16 DRILL RAD.DIA, THICK, No(3) 
17 PUNCH- STD.CONN, No.ENDS(1) 
18 PUNCH- No. OF HOLES ... (1) 
19 SCREW- DIA & LENGTH .... (2) 
20 MILL- NO.ENDS .......... (1) 
21 LATHE- TIME ............ (1) 
22 GRIND- STD .. No.ENDS .... (1) 
23 GRIND- LENGTH .......... (1) 
24 D.O. - TIME ............. (1) 
25 GALV. - PRICE/TONNE ..... (1) 
26 PAINT- PRICE/METRE ..... (1) 
27 HANDLE- TIME ........... (1) 

FIGURE 4. 
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Again completion of the sheet is a Straightforward operation and 
requires practically no training for the estimator. Consideration 
of the first item gives: 

W1 SAW-No of RNDS-ANGLE(2)? 

W1 is symbolic for the first working operation for that 
particular section. SAW is requesting whether or not the 
section is to be sawed to length 

No CUTS - one end or both 

Angle - is the cut straight across or at an angle? If at 
an angle enter the number of degrees. 

(2) - tells the estimator he has two entries to make at 
this point. 

Each operation is queried in turn. If the operation is 
necessary the estimator enters the detail required. If it is 
not then 'Return' only needs to be entered. 

Provision is made for the entry of additional s.aw or 
crop time, and for any other time deemed necessary. 

The estimator then has the option of modifying all these 
entries in a manner similar to the 'Input' program. 

This procedure is followed for each section type entered 
until all sections have been dealt with. 

Finally the possibility of other general items is dealt with 
eg. bought out parts, bolts, etc., followed by transport costs, 
commission and profit margins. 

Output On completion of all the entries the output is generated 
automatically by the computer. Typically the output pres.entation 
is of the form shown in Figure 5. Initially this is presented 
on the VDU screen, but may be sent to the printer for a hard 
copy output if required. Provision is also made for storing 
this information on disk for future reference. 
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XYZ FABRICATING COMPANY 

ESTIMATE OUTPUT LISTING 

CUSTOMERS NAME 
ANYBODY FABRICATORS 

DATE 
02-04-1985 

ESTIMATE No. 
AF 123 

MATERIAL REQUIRED 

SECT SECTION TYPE LENGTH NUMBER PR ICE WEIGHT 
NO & SIZE OFF CODE 

1 UB686X254X152 3 6 S/H 
2 .j. .j. .j. .j. 

3 
.j. 

TOTAL WEIGHT & COST 

TOTAL WEIGHT 462 TONNE TOTAL PRICE i274,428. 
F.O.B. 

RATES PER TONNE 

MATERIAL 220 
WORKMANSHIP 185 
PAINTING 40 
BOLTS 15 
TRANSPORT F.O.B. 19 
PROFIT 89 
COMMISSION 26 

i594/TONNE F.O.B 

TOTAL WORKMANSHIP lHOURSl 

W1 SAW 240 W14 DRILL M/C 420 
W2 CROP 115 \-115 DRILL RADIAL 
W3 BURN M/C 300.3 W16 PUNCH 80.8 
W4 BURN QUICKLY 140.2 W17 PUNCH 0 
W5 BURN HAND 54 vJ1B SCREW 0 
WB BURN STD.NOTCH 64 W19 MILL 36 
W7 PLATER MARK 821.3 W20 LATHE 0 
WB PLATER ASS. 884 W21 GRIND STD 100 
W9 PLATER STD. END 640 W22 GRIND - LENGTH 50 
W10 WELD STD 420 W23 D.O. 620 
W11 WELD LENGTH 94 W24 GALV 
W12 WELD - PREP 0 W25 PAINT 
W13 DRILL - STD W26 HANDLE 50 

W27 PACK 

FIGURE 5 
4690 HO URS 
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CONCLUSION 

The program has been in use for some time now, and hölS certainly 
come up to all expectations in terms of time saved, and 
accuracy and uni formi ty of th.e resul ts. 

Furthermore the program does not require the use of a large 
computer installation for its implementation. Typically versions 
of the program are now running on systems using Prime, Apollo, 
Alpha and Apricot computers. 
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OPITIW.. DESIGN FOR 'lliE RUN-OF-'lliE-RIVER Pl.ANI' SYSTEM 

* ** ** M. Petricec, J. Margeta and N. Mladineo 

* Institut za Elektroprivredu, Proleterskih Brigada 37, 41000 
~greb, Yugoslavia 
Faculty of Civil Engineering, V.Maslese bb, 58000 Split, 
Yugoslavia 

1. INTR<DUCTICN 

Today, because of increasing energy needs and gr<:Ming energy 
costs, i t is necessary to exploi t previously unexploi ted energy 
potentials with lCM effiency which exist in alllost every 
country. A characteristic aspect of the water system in Yugo
slavia is that there are m:nrerous strearnflCMS with gentle 
slope, which have been considered unsuitable framan econornic 
Standpoint for generating electric energy. But increasing costs 
of energy call for a new approach to such strearnflCMS and 
arouse interest in their exploitation. Investigations shCM that 
the best solution for such strearnflCMS is a series of run-off
the-river plants (RRP). The relatively high costs of the 
construction of such structures result in a lCM degree of ef
ficiency, and this neans, that special attention should be paid 
to the rnaximum exploitation of water potential, i.e., to the 
optimal d.ilrensioning of the system. Usually there are m:my dif
ferent technical solutions (construction variants) for the 
construction of these structures, particularly if they are 
multi-purpese (e.g., if they can be used for flood protection, 
agriculture, recreational facilities etc., apart fran energy 
supply). 

The great nurober of variant solutions possible for imple
rrenting the system makes it difficult to choose optimal values, 
especially if an evaluation of all the paramaters resulting 
fram the multi-purpese exploitation of the system is wanted. 
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2. ProBLFM CHARACTERISTICS 

'lhe characteristics of the systan1 i. e. 1 the fact that there 
are several run-of-the-river plants (RRP) with their basic 
paramateres having different values 1 rnake it possible to nodel 
the whole systan as a multistage process 1 where every RRP cor
responds to one stage. By reducing the systan to a spatial 
multi-stage m:del 1 it is possible to apply dynamic programning 
(DP) in order to define optinal project paraneters. Sudl a 

nodel was used in writing a tender for a project of run-of--the
river plants an the Mura river where it was necessa:ry to 
detennine two project paraneters whidl could rnake it possible 
to adlieve maxilnum efficiency (B/C) for several RRP. In order 
to define the task 1 it was necessa:ry to begin with the fact that 
the ge<:~~etcy of the system makes it possible to exploit the 
slope of the streamflo.v by building several ~s wi th a unifonn 
systern of operation. 'lhe results of the analysu; sho.ved four 
possible locations for RRPs for whidl the input data were taken 
(gearetric oanputation1 hyarology 1 construction costs 1 etc.). 
Since the econanic efficiency of the systern1 i.e. 1 the cost
benefit relation1 depends directly an the banked-up water level 
(H_t) and the installed disdlarge (Qii) 1 it was necessa:ry to find 
the dimensions of these paraneters for eadl RRP so that the 
whole systern would yield opt:ilnum results. 

'lheoretically 1 for eadl RRP the banked-up water level can 
va:r:y f:ran the m:inimum value (i.e. RRP are not built) to a 
maximum value (Hi.Mru{) which is either equal to or smaller than 
the slope of the system (DH) . Evidently 1 by using greater 
unlevelling an the dcMnstream RRP the upstream plants are either 
eliminated or have a lo.v banked-up water level 1 i. e. 1 are m:>re 
gently sloped. 'lhe interaction between paramaters Hi and Qii 
calls for a great nunber of possible variants of the systern 
dimensicns 1 which can be approx:ilnately illustrated by an appro
priate network (DP rrethod) as in Figure 1. Using dynamic pro
granming the network is "searched" by examining all the possible 
paths through the network 1 where every "path" is one variant of 
the systern dimensions 1 and by choosing the optimum one. It 
should be noted that the cost-benefit relation for every variant 
(B/C) and for the whole duration of the exploitation of the 
structure is computed. 

3. l?ROBLEM FORMULATICN 

Evidently 1 the prcblan consists of two design variables (Qii 1 

Hi) • Har.rever 1 one of the significant constraints :i.Irposed upon 
the prd:>lern is that the installed disdlarge 1 QI 1 should be the 
sane for all RRP 1 i.e.: 

(1) 

with regard to this constraint and a restricted selection of 
constructi ve values 1 QI 1 the prcblem can be fo:rrnulated as one 
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:r; 
c 

li-LENGTH OF THE " i- th " STAGE 
L - LENGTH OF THE RIVER REACH 
DH - UNLEVELLING 
OP- OUANTITY OF EXCESS WATER 
01 - INSTALLED DISCHARGE 
00-INFLOW 
Hi - BANKED UP WATER LEVEL OF 

THE " i th " PLANT 

Figure 1. SchE!llatic presentatian of the problern 
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di!rensional with an iterative Irethod of choice of the optinal 
value QI. 

In this case the possible locatians of RRP were taken as a 
stage. 'Ihe stage variable represents the banked-up water level 
(Hi), Figure 1. For each stage, the stage variable should be 

J.UN < H. < rf!AX (2) 
1. 1. 1. 

where 

F DH • Li + 6h. (3) 
1. L 1. 
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6 hi - oonstructi ve safety banking 

~ - minimum structural level 
~ 

'lhe canputation is acconplished by an iterative rrethod starting 
from the first stage (Figure 2). 'lhe benefit-oost ratio (B/C) 
is analyzed for the given QI at each stage for each feasible 
cnrbination of Hi acoording to the disc:rete value 6 Hi for the 
whole period of the plant exploitation. 

Figure 2. Model flcw chart 

Selection of the optimum oonstruction values (GI and Hi) has 
been perfonred with a view of achieving: 
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where: 

N T B .. 
rnax :L :L 1 'J 

. 1 . 1 c .. 1= ]= 1,] 

i 
j 
Bi,j 
Ci,j 
T 
N 

- stage 
- time step 
- benefit at stage i and time j 
- cost at stage i and time j 
- project life 
- nurrber of stages 
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(4) 

Constructicn costs and benefits of all scructures are the 
function of banked-up water level and the installed paNer. 

c. 
1 

Bi fi (QI, Hi) 

'Ihe plan for canstruction and invest:rrEnts over time is also 
defined for each structure. 

(5) 

In order to rrake a rrore detailed analysis indirect costs 
and benefits resultmg from the canstruction of energy structu
res were introduced into the carputation. All the costs and 
benefits for each water-energy step occurring at time "t" were 
reduced to the given value by using discount carputation with 
a discrete discount factor. 
'Ihe "i -th" structure can be wri tten as follcws: 

where: 

-t 
ctE (1 + r) 

-t 
BtE (1 + r) 

NG' ~ - mmber of years of canstructicn and 
~loitaticn 

(6) 

CSG' CSE'BSK- present value of construction and ~lo
itatim costs and benefits 

CtG' CtE, BtE - canstruction and ~loitation costs and 
benefits for a time increrrent (6 t) of 
1 year 

Benefits in the exploitaticn period include produced energy. 
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Since th.e main d:>jective was to select the optimum value 
of the basic oanstruction paraneters (banked-up water level and 
installed discharge) all costs occurring in the construction 
and exploitation of the structure were divided into two groups: 

- costs depending on the banked-up water level RRP 
(enbanknent, spillway etc.) 

- costs depending on the installed discharge (water 
pclW'er plant, long distance pipeline) 

(7) 

(8) 

'llie energy production was calculated using the hydrologi
cal input data d:>tained after 30 years of dail y discharge 
neasurenents. 'llie discharge duration curve was defined statis
tically according to these data. 

The energy production in the period of system operation 
was calculated with the ti.ne increnent DT over th.e discharge 
duration curve. 'llie t:i.tre step was defined when detennining the 
flc:M frequency curve and the duration curve (Figure 3). The 
energy production was calculated according to the follCMing 
fonnula: N T 

where: 

E =2: 2 E .. = 9,8l•(W•HN. · 'Z·DT. (9) 
i j ~,] ~ J 

CW - operation discharge 
HN · - netto head 
DT~ - time increnent 
"L J - conbined efficiency of the turbine and generator 

'llie c:::x::nputation of the possible energy production is carried 
out with the follCMing conditions: 

OJ > QMAX - plant not operating (CW "' 0) 

~ > QD > QI -plant operating with the installed 
discharge; excess water spills 
((W = QI) 

oo< ~ 
In the period when: 

- plant not operating ((W = 0) 

QI > QD > QMIN 

the plant q>eration, i.e. production is based on two methods of 
(operation) production: 
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Figure 3. 'Ihe discharge duration curve 

- peak energy 
- base energy 

'Ihe period of peak energy production covers the 
rnaximum of 9 hours a day with two start:i.Dgs during the day. 'Ihe 
rest of the day the HE has base energy prcx.iuction if the 
hydrological conditions make it possible. 

In order to define the energy benefits during each tilre 
increrrent for the gi ven discharge "QD", the water surface along 
the system of RRP has to be corrputed, the total differenre 
defined and thE: possible energy production cx:rcputed. 

4. EXAMPLE 

According to the rnathenatical rrodel employed the DJNP 
prograrrrre was developed and used to treat the problern nunerical
ly. Tables A, B and C present the input data. 

Optimum data as presented in Figure 4, show that the 
optimum value of the installed discharged is: 

QI = 1,35 Qsr 

where: 
Qsr - average inflow for the calculation period 

(10) 
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TABLE A GENERAL DA'I7\ 

I II III IV 

INSTALLID DISCHARGE 200 < QI < 400 m3/sec 

CCNSTROCTICN TIME 1 0-4 I 2-6 I 4-8 I 6-10 

DISCOUNT RATE 10,5% 

PEAK OPERATICN TIME up to 9 hours (with two starting pcints) 

IN'I'ERCAIAR INTEREST RATE 7,5% 

D~ ANNUAL OPERATICN 
COSTS 5, 6% of the invested sum 

INDIRB:T ANNUAL COSTS 2, 5% of the invested sum 

TABLEB GEX:METRY AND HYDROL(X;ICAL DA'I7\ 

I II III IV 

MINlMUM AND MAXlMUM 
ANALYSIS LEVEL (m) 137-140 147-151 155-158 164-167 
(elevation) 

DURATICN CURVE Figure 3 

MORPHOL(X;ICAL DA'I7\ Measured river-bed cross sections in each 
1km 

MANNING'S RESISTANCE 
0.020-0.033 COEFFICIENT 

USEFUL RESERVOIR l 4.106 6 
(S'IDRAGE) CAPACITY 3.2.10 4.0.10 

TABLE C JNVES'IMENI' COSTS 

COSTS OF BANKED--UP WATER 
LEVEL OPERATICN 

COSTS OF .J?aVER FUNCTICN 

Figure 5 

Figure 6 

6 5.5.106 

Table D presents the optimum banked-up water levels for this QI: 

RRP-1 139,50 m o.s. 
RRP-2 148,00 m o.s. 
RRP-3 156,50 m o.s. 
RRP-4 166,00 m o.s. 

System pararreters, dilrensioned in this way, tagether wi th the 
costs give the maximum value (B/C) ranging fram 0,696 and, 
consequently, it can be ooncluded that the given energy oosts 
do not ensure efficient operation of the system. 
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HaNever, if the oonputation includes other benefits such as: 
flood ccntrol, recreation, irrigation, etc., then the benefits 
exceed the costs of the system oonstruction and maintenance. 
'lhis paper, hCMever, does not include such a CC1I!putation. 

TABLE D CCMPUTATICN OF OPTIMUM PROJECI' PARAMETERS MAX (B/C) 

Io.vest Highest Production (GWH) Efficiency 
Level Level Run-of Base Variable Local Cumulative 

Run-of-the-river plant 
132.54 138.00 78.48 35.36 36.42 0.596 
132.54 138.50 85.16 38.38 39.76 0.616 
132.54 139.00 91.84 41.39 43.09 0.628 
132.54 139.50 98.52 44.41 46.42 0.634 
132.54 140.00 105.20 47.43 49.76 0.634 
Run-of-the-river plant 
139.50 147.00 76.41 34.86 35.80 0.690 
139.50 147.50 83.09 37.88 39.13 0.699 
139.50 148.00 89.77 40.89 42.47 0.706 
139.50 148.50 96.45 43.91 45.80 0.709 
139.50 149.00 103.14 46.93 49.13 0.710 
Run-of-the-river plant 
148.50 155.00 78.22 35.07 38.08 0.682 
148.50 155.50 84.90 38.09 41.41 0.691 
148.00 156.00 94.07 42.31 45.53 0.697 
148.00 156.50 100.75 45.33 48.86 0.700 
148.00 157.00 107.43 48.35 52.19 0.700 
Run-of-the-river plant 
156.50 164.50 78.32 35.44 36.24 0.693 
156.50 165.00 85.00 38.46 39.58 0.695 
156.50 165.50 91.68 41.48 42.91 0.696 
156.50 166.00 98.37 44.50 46.24 0.696 

(RRP-1) 
0.596 
0.616 
0.628 
0.634 
0.634 

(RRP-2) 
0.781 
0.800 
0.809 
0.811 
0. 807 

(RRP-3) 
0.624 
0.653 
0.680 
0.689 
0.690 

(RRP-4) 
0.660 
0.672 
0.680 
0.683 

Optimum Parameters for the Energetic System 
RRP-1 
RRP-2 
RRP-3 
RRP-4 

98.52 44.41 46.42 0.634 0.634 
89.77 40.89 42.47 0.809 0.706 

100.75 45.33 48.86 0.689 0.700 
98.37 44.50 46.24 0.683 0.696 

Banked-up Water Level 

139. 50 m (el. ) 
148. 00 m (el. ) 
156.50m (el.) 
166.00 m (el.) 
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'Ihe presented IOOdel of dynamic progranming has p:roved very 
useful for the selection of the basic p:roject variables for the 
RRP system. 'Ihis nodel was used to analyze a series of alterna
tive solutions. 'Ihe selection of the basic p:roject variables 
should be app:roached thi.s way whenever the econanic efficiency 
of the plant is questianable. 'Ihe presented example dem::>nstra
ted that the economi.c efficiency of the plant is not satisfac
to::ry if only energy benefits are <Dnsi.dered without taking into 
accotmt the other benefits. 'Ihe multipurpese exploitatian of 
such plants justifies their constructian. The oojective of this 
paper was not to discuss the characteristics of the aforerrenti
cned prd:llems but to present a IOOdel to solve them. The advan
tage of this nodel is the possibility to analyze efficiently a 
great nUllber of possible alternative solutions using the actual 
data obtained by rreasu.renents 1 statistical treatnent and other 
in situ investigations. Consequently 1 the obtained values are 
real and reliable as they entirely represent the actual aondi
tians as well as the possible technological solutions for the 
constJ:uctian of the analyzed structures. 
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The national capital investment in sewerage has been estimated 
as being in excess of f42 billion [4]. With an average number 
of sewer collapses of 16/100 km per year and a total length of 
sewers the order of 234000 km a !arge cost is being born by 
the nation in maintaining existing sewers. Nationally the 
annual expenditure on sewers is of the order of f200m of which 
f70m is spent on structural deficiencies and f120m on problems 
due to lack of capacity. Because many of our sewers are more 
than 50 years old the problem of maintaining existing sewers 
is increasing. Consequently considerable research investment 
has been made into sewer rehabilitation techniques leading to 
the publication of a manual by the Water Research Centre [6]. 
Two key phases of the procedure recommended in the manual 
involve the assessment and remedy of structural and hydraulic 
deficiencies in a sewer system. Integral to the hydraulic 
assessment is the ability of the engineer to study the 
performance of a given system in fulfilling its designed 
intention to convey sewage economically and efficiently to its 
intended destination. Since most sewers in the UK are 
combined, that is, they convey both foul and storm water 
flows, the performance of a sewer system is assessed in terms 
of its ability both to convey the normal foul flow to 
treatment and to discharge excess storm water to receiving 
streams. Such an assessment requires the frequencies of 
surface flooding in the catchment and pollution incidents in 
the receiving streams to be kept to an acceptable level. 

The analysis of the performance of a sewer system requires an 
appropriate model. For many years the only type of model 
available to describe temporal changes in flow depended on the 
assumption that the sewage flows with a free surface in the 
sewer: when the sewer becomes surcharged any calculation of 
the resulting effects has had to be grossly simplified. More 
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recently, the emphasis on improving the design of storm sewers 
and on analysing the behaviour of existing sewers has lead to 
the development of models which can reproduce with acceptable 
accuracy the effects of surebarging and surface flooding in 
sewers. The advent of such models has subsequently lead to 
radical changes in drainage design and, in particular, to the 
rehabilitation of existing sewers. 

The purpose of this paper is to identify the changes that are 
taking place within the water industry because of the 
availability of the new models and accompanying software, and 
to explore the implications of the software for the future. 

2. SEWER DESIGN 

Most storm sewers throughout the world have been sized using 
what is known as the rational method or a variant of it (such 
as the Lloyd-Davies method in the UK). This method is in 
essence very simple in that the design discharge used to size 
a sewer is calculated from a simple explicit algebraic formula 
relating the discharge to a proportion of the contributing 
area for the runoff and the design rainfall appropriate for 
the sewer. The sewer is sized to convey the calculated 
discharge without surcharging. Because the design rainfall 
value used in the calculation depends on the sewers upstream 
(but not downstream) the calculations begin at the topmost 
sewer and progress downstream to the outfall of the system. 

With the advent of computers more sophisticated calculations 
could be introduced into the design procedure, including the 
temporal flow in the sewers due to a rainfall event. In this 
case a design rainfall profile (or hyetograph) is used to 
generate the runoff as discharge hydrographs in the sewers. 
The sewers are then sized to convey the peak flow, again 
without surcharging. The most notable method using this 
approach was developed in the early 1960s by the Transport and 
Road Research Laboratory (5]. 

As computers became commercially available more engineering 
design offices began to use the RRL method as it was called, 
such that by 1973 75% of design offices were using the method 
[7]. 

The key deficiency with all the design methods above is that 
they assume the sewer is sized to convey the design discharge 
without surcharging. However a sewer system will generally 
surcharge at least one or more pipes for rainfall events rarer 
than the design event. Indeed the primary reason for 
installing storm sewers in the first place is to limit the 
frequency of surface flooding to acceptable levels. Storm 
sewers have therefore been sized for a design rainfall event 
of, say, one year return period with the implicit assumption 
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that surface flooding will be limited to a frequency of, say, 
ten years or more. This assumption is generally born out in 
experience, but the designer does not know ab initio the true 
frequency of surface flooding from his system. For example, 
he may have grossly overdesigned his system such that smaller 
sewers would have given adequate protection to the community. 
Correspondingly he could have underdesigned the system and 
induced an unacceptable frequency of flooding at a particular 
location which can only be relieved by expensive alterations 
to the system. 

Ideally the engineer would like to directly size his sewers to 
convey a design rainfall event without causing significant 
surface flooding. Such an approach would require a model 
which reproduces surcharging in the sewers. Unlike the 
traditional models above the calculation of surcharging in the 
sewers and therefore pressurised flow depends not only on 
flows in sewers upstream but also on flows in sewers 
downstream. This introduces an extra order difficulty in 
calculating the flows and therefore in calculating water 
levels in the manholes and the corresponding sizes of the 
sewers. When it is also realised that the specification of 
design runoff is much more complex in this case than with the 
simple rational method the concept of designing for 
pressurised flow becomes unmanageable even with powerful 
computer hardware. Instead an alternative procedure can be 
devised in which the traditional concept of sizing the sewers 
for pipe full flow using a design rainfall with small return 
period is retained, and then the designed system is analysed 
for rainfall events rarer than the design rainfall. In this 
way the engineer can assess the performance of his designed 
system and either make minor modifications to the design to 
limit significant surface flooding to an acceptable level, or 
redesign his system for a rainfall event with higher return 
period. 

This approach forms the basis of the Wallingford Procedure for 
the design and analysis of urban storm sewers [2]. Besides 
leading to a more objective design of storm sewers to achieve 
the required service the Procedure also builds on the 
traditional approach followed by designers. Although the 
Procedure is therefore radical in that it attempts to design 
for a frequency of surface flooding rather than just pipe full 
flow, it nevertheless has continuity with the way design of 
sewers has been done in the past. This of course is of 
considerable importance if engineers are to be pursuaded to 
adopt and implement a new methodology. 

A major innovation in the Procedure is the extensive use of 
computing required to carry out a design. Unlike the 
traditional approach the complete design of storm sewers using 
the Procedure has to involve a computer at some stage. 
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Drainage engineers have not in the past made much use of 
computers except for the specialised few who have run the RRL 
and similar computer-based methods. The implementation of the 
Wallingford Procedure depends partly however on as many 
engineers as possible being involved with the calculations. 
This is because the phenomena of surebarging in sewers leads 
to different effects on water levels and flows in complicated 
sewer networks than would previously have been anticipated by 
engineering intuition. It is important therefore that 
engineers appreciate these effects and their physical basis so 
that they can improve designs accordingly. The best way this 
can be achieved is by giving each individual engineer access 
to the models, not only to carry out a design or simulation 
but also to extend their experience of the nature of 
surebarging and thereby to improve their understanding of 
flows in sewers. In this sense the Procedure, or more 
particularly the accompanying software, has an educative as 
well as a practical value. 

3. DESIGN SOFTWARE 

Any calculation of surebarging in sewers and time dependent 
pressurised flow is made complicated by the rapid changes in 
discharges and water levels in the manholes. Unlike the time 
scale for changes under free surface flow in the pipes, which 
is the order of a minute or more, the time scale for changes 
under pressurised flow, particularly in the transition from 
free surface to pressurised flow, is the order of a few 
seconds. Consequently the calculation of pressurised flow 
requires a time step of typically one second. Additionally 
the calculation of levels in the manholes and discharges in 
the interconnected group of surcharged pipes is best done by 
inverting a matrix at each time step. Considering these 
complications and the necessary algorithms to keep track of 
the groups of surcharged pipes, the software to simulate flows 
in a complex sewer system is itself a major product requiring 
powerful computer hardware both to accommodate the size of the 
program and to be capable of carrying out the calculations in 
a reasonable time. Standard mainframe computers can of course 
be used to run such software efficiently. However the 
mainframe computers of many organisations such as the UK Water 
Authorities are used more for billing and accounts rather than 
for engineering design. Consequently some engineers have only 
been able to have limited access to existing software and have 
not therefore been able to exploit the new Procedure fully. 
For this reason a major advance has been made in mounting the 
software, called WASSP (Wallingford Storm Sewer Package), onto 
16-bit micro-computers. The software, including seven 
distinct programs for:-
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has been mounted on Sirius 1, ACT Apricot and IBM micros [10]. 
The major program is the simulation method which utilises 
almost all of the available size allowance using a standard 
linker, namely 384K bytes. The package therefore contains one 
of the largest programs written in Fortran and mounted on a 
micro. The simulation program can accommodate more than 300 
separate sewers in a system and simulate an event up to 8 
hours duration. With a maths co-processor one hour of event 
simulation in a system of 100 pipes which is extensively 
surcharged takes about one hour of processor time. Although 
this is a sizeable time in practice, particularly for a large 
system, it is entirely feasible within normal design practice 
and lengthy simulation runs can be left overnight. 

The advantages to the designer of operating with the software 
on a micro to which he has immediate access are several. He 
can interact with the machine and do a number of designs and 
simulations rapidly. He can explore alternatives with 
confidence, and build up his experience of how his system 
performs. All this depends of course on the software 
providing the facilities he needs, and, in particular, being 
'user friendly' with extensive help facilities. These 
requirements are satisfied by MicroWASSP. 

5. SEWER SIMULATION 

As with the introduction of any new procedure its implications 
are often more far reaching than are conceived by its 
originators. The emphasis of the Wallingford Procerlure is on 
design and the assessment of frequency of surface flooding for 
the design. However the current situation in the UK, as in 
many developed countries, is that fewer new sewer systems are 
being constructed, instead there is mounting concern about the 
ageing of extensive existing sewers with higher costs of 
maintenance and emergency repair of sewer collapses. Because 
the rehabilitation of existing sewers is eheaper than their 
renewal considerable attention has been given over the last 
decade to improving techniques for relining and strengthening 
existing sewers. Relining sewers can reduce their capacity 
and hence may make the performance of the system worse. This 
may be unacceptable in systems with a history of flooding. 
Additionally many old systems have incomplete records, with 
unrecorded overflows, unknown connections, and reduced 
capacity due to blockages or siltation. Over the years the 
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sewers may have been required to drain a larger area than they 
were originally designed for and the spare capacity between 
the design flow and significant surface flooding has been 
reduced. Any simulation model, such as incorporated in the 
Wallingford Procedure, therefore becomes a valuable tool to 
analyse the performance of an existing system and the effect 
of changes to that system designed to improve its 
performance. 

The procedure for hydraulic analysis proposed in the Sewerage 
Rehabilitation Manual published by the Water Research Centre 
includes the complementary use of flow surveys and a 
computational hydraulic model such as in WASSP. The purpese 
of the flow surveys is to verify the model, such as 
identifying missing overflows and interconnections, and 
establishing contributing areas and sewer roughnesses. Once 
verified the model can be used to develop improvements to the 
system. At this stage a whole range of design changes to the 
system can be explored including reduction of flows entering 
the system, attenuation of flows in the system and the impact 
of flows on receiving streams. In the past many of these 
changes could only be estimated qualitatively, now the tools 
exist to predict the changes quantitatively. This can only 
serve to make alterations to sewer systems more economic and 
thereby to provide a better service to the community. 

6. IMPROVED SOFTWARE 

The advent of micro computers has already had a widespread 
effect on drainage design in the UK, giving engineers ready 
access to powerful software to explore economic alternatives 
for the improvement of inadequate sewer systems. However, 
such access has brought its own attendant difficulties. 
Despite the user-
friendliness of micros and of suitable software most 
traditional software, including MicroWASSP, is prescriptive in 
nature. The simulation in MiereWASSPin particular 
incorporates some sophisticated hydraulic modelling which is 
generally beyond the training experience of most users. In 
itself this is not a problem, except that the results from the 
simulation can in rare circumstances exhibit oscillations or 
inaccuracies (such as in conservation of volume) which may 
invalidate the results. In these circumstances the user needs 
to appreciate why the results were obtained and how to 
reconstruct the model or change the input data to improve the 
results. It is because of these difficulties that some 
hydraulicians argue that such software should not be made 
generally available except to those who have been specially 
trained in computational hydraulics. To restriet the use of 
the software would however militate against the use of the 
Wallingford Procedure. This therefore raises a dilemma which 
requires resolution. In that the software has been made 
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generally available some means need to be found of assisting 
inexperienced and inexpert users to implement the software 
correctly and responsibly. The obvious means available are 
manuals and training courses. But much of the expertise to be 
transferred, particularly in selecting data and interpreting 
results, is qualitative in nature. Such information may 
therefore be best built into an intelligent advisor using 
techniques of artificial intelligence. This advisor would 
provide an interface between the user and the original 
software. 

Some preliminary work on such an advisor has been done in 
using PROLOG to implement the modified rational method [3]. 
This advisor employs the strategy of asking the user a series 
of questions to establish essential data to evaluate the peak 
discharge for a given sewer. The advisor can also accept 
queries such as 'why' and 'how'. The main part of advisor 
consists of a consultation program forming the interactive 
core of the system, the dynamic and static databases, and some 
components required for the second part of the advisor, namely 
the explanation program. Each consultation is driven with the 
requirement of evaluating a value for the context type 
'qp'(the peak discharge) for a sewer by asking a series of 
questions which in turn require the evaluation of other 
context types by asking more questions, or at root taking a 
stored value of a parameter. The advisor then backtracks to 
evaluate the original context types in turn. The dynamic 
database is set up afresh for each consultation and includes 

labdata given by the user for the specific site; 

dynamic data supplied by the user in response to 
the questions; 

context tree which records the path and values for 
the context types encountered in the consultation 

In contrast the static database is inherent to the system and 
includes the rules of inference, every context type, the 
parameters and the values used, information on which questions 
to ask the user, the type of answers to expect, and the 
structure of the context tree. These properties enable the 
advisor to make the correct inferences as each rule is 
invoked. 

This intelligent advisor addresses a slmple problem, but 
nevertheless highlights a possible approach to the development 
of an appropriate advisor for WASSP. Besides the features 
identified above the advisor needs to include:-
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* advice on collecting relevant data 

* treatment of uncertainty in input data 

* selection of appropriate models/methods 

* operation of selected method(s) 

* interpretation of results (including data 
and model uncertainties) 

* advice on application of results 

The development of such an advisor should enhance still 
further the implementation of the Wallingford Procedure and 
improve the reliability and efficiency of designs and 
improvements to sewerage systems. 
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INTRODUCTION 

The modern agricultural practices such as the multiple 
cropping of high yielding varieties and the use of fertilizers 
depend very much on the irrigated water. Insufficient 
irrigation supply can drastically reduce the yields while 
excess irrigation and improper use may lead to waterlogging 
and excessive accumulation of salts. Therefore a properly 
designed water distribution system is essential for easy and 
efficient irrigation. An irrigation distribution system may 
consist of the canals, structures for distribution of water to 
various fields and other cross-drainage structures such as 
culverts, siphons etc. The canals may comprise of main, 
branch, secondary, tertiary canals and field channels. In 
such a complex system, the computation of water surface 
elevations and the corresponding discharges at various 
locations within the system can be very tedious and time 
consuming especially when the design calculations have to be 
repeated for all possible alternatives. But the exercise is 
an essential component in the design of the irrigation 
system. Efficient conveyances and structures save labour, 
land and water, which in turn increases the agricultural 
production. 

A computer software has been developed to calculate 
progressively the water levels and discharges at locations 
starting from the field channels to the head works. Numbering 
of the branches and the different reaches of the canals follow 
the procedure adapted in the urban runoff model ILLUDAS 
(Watson, 1981). The program also allows for the calculation 
of the head losses across canals, regulators, weirs and cross
drainage structures. This mode of the program is useful in 
the design of the irrigation layout and a separate mode of the 
software does the computations for an existing irrigation 
layout. In the latter case, calculations start from the head 
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works and proceed to the field channels. This mode of the 
program is also useful to check the water surface elevations 
at various locations when the actual discharge at the head 
works is less than the designed value. 

The software is written in FORTRAN and it could be run on 
microcomputers as well. The results derived for the several 
distribution system alternatives would be useful in arriving 
at an efficient design of the system and good water management 
practices in irrigated agriculture. Possible applications and 
the scope for the expansion of the software are discussed 
along with the limitations. 

DISTRIBUTION SYSTEM - ESSENTIAL FEATURES 

An irrigation canal takes its supplies from a stream or a 
river. In order to divert the water into the canal, it is 
necessary to construct the canal head works and thereby raise 
the normal water level. This canal intake elevation is to be 
designed by running mode I of the software. In mode II, this 
elevation is an input to the program. 

Canals and diversion box 
Water flows into the main canal from the head works through a 
regulator which controls the discharge and/or the elevation of 
the water upstream. Main canal may branch into distributories 
or secondary canals and/or feed the plots through the field 
channels. In either case a diversion box structure is usually 
provided. The water in the upstream canal flows into the box 
structure and then through regulators or weirs into the 
downstream canals and field channels. The reach of the canal 
as used herein is defined between two box structures and this 
reach would have the same cross-sectional characteristics and 
longitudinal slope. It may include a regulator just after the 
upstream box and any number of cross drainage works 
(Figure 1). 

Field channels 
Discharge into the field channel is regulated by a weir at the 
diversion box structure. For example, the type used by the 
Department of Irrigation in Indonesia is known as the Romijn 
weir, which also acts both as a regulating and measuring 
device. The software application need not be limited to this 
type, any other type of regulators can easily be 
incorporated. Length of the field channel and its upstream 
water elevation depends on factors like the extent of plot, 
slope of the land, distance and elevation of the highest point 
in the plot and the distance and elevation of the furthest 
point in the plot. 

Cross-drainage works 
Whenever a canal crosses a road or other canals or a natural 
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drainage on its passage, it is necessary to construct masonary 
works. Broadly speaking the cross-drainage works may be 
classified into the following types; circular or box type of 
culverts, troughs carried on beams and slabs over piers and 
arches, siphons and aquaducts. Drop or fall structures in a 
canal can also be included into this category. The head loss 
across these structures would depend upon the typical 
dimensional parameters of the structures as well as the 
discharge through them. 

DESIGN MODE (MODE I) 

In this mode of calculation, the water surface elevations and 
discharges are progressively computed from the fields to the 
head works. A typical network of the irrigation system is 
shown in Figure 1. The numbering scheme followed is similar 
to that used in the ILLUDAS model (Watson 1981). The 
longitudinal section between two box structures would have a 
branch number and a reach number, with the most downstream 
reach in a branch bearing the number zero for the reach. 
Reach numbers are increased in the upstream direction. The 
downstream diversion box in a reach would carry the same 
identification tag as that reach. Whenever two branches meet 
at a junction, one of the branch numbers would continue 
upstream and the other branch number would terminate. This 
information is given to the program as "continuing branch" and 
"ending branch". 

Field channels always take off from a diversion box and 
hence the number of channels, regulator details, the necessary 
information for each field are all read with respect to that 
particular diversion box structure. The number of cross
drainage works, their types, the regulator at the upstream end 
of a reach are all given as inputs along with the reach 
details such as cross-section, slope, etc. 

Water surface elevations 
For each field (Fi), the elevation of the highest point (say, 
A), its distance from the diversion box (11), the elevation of 
the furthest point (say, B), its distance from the diversion 
box (12) are known. Hence the water surface elevation within 
the box required to feed this particular field is given by, 

Ei. for Fi 
(in m) 

Max of {

EJI.. of A + 1 1.I + 0.15 + regulator/ l 
weir head loss 

EJI.. of B + L2.I + 0.15 + regulator/ J 
weir head loss 

(1) 

I is the given slope of the field channels and 0.15 m is the 
additional depth of water necessary for paddy. This is not 
required for other crops. 
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FIGURE 1 NETWORK-IRRIGATION SYSTEM 
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The discharge to each field in computed by 

Q = a • A • a (2) 

where a is the water requirement of the crop in i/s/ha., Ais 
the area in ha., a is a coefficient which is equal to 1 for 
crops other than paddy and for paddy, the value comes either 
from a formula or a table depending on the cultivation 
season. The regulator or weir for this field channel is 
designed based on the computed discharge and with the given 
constraints on the maximum allowable number of openings, 
widths of weirs and head losses. 

The above procedure is repeated for each of the n fields 
(F1) taking off from the box. If other canal reaches also 
take water from this diversion box, then the design water 
surface elevation for this box structure is given by 

{
Ei. of fields F1 (i = 1, 2, ••• n) 

Ei. within box = Max of 
Ei. of upstream ends of the reaches 

(3) 

In order to determine the water surface elevation at the 
upstream end of the canal reaches, the design discharge in the 
canal has to be estimated first. Canal discharge is not 
calculated using the continuity equation but it is based on 
the extent of the area supplied. The equation (2) used 
earlier is employed here, but it should be noted that the 
coefficient a decreases with increasing areas when obtained 
from the given formula or table. This is based on the view 
that all the fields would not be irrigated at the same time of 
the day and crops in the various fields may be at different 
stages of growth. 

The canal details can be calculated based on the design 
discharge using the computational options provided. In some 
instances there are limitations on the allowable veloeitles, 
side slopes and on the ratio of based width/depth, while in 
others there may be limits on the longitudinal slopes. The 
canal design provides also the head loss in that particular 
reach. If any cross-drainage works and regulators are 
required on the canal, they may be based upon the design 
discharge of the canal. Hence, 

Ji. upstream end of a reach 
Ei. of downstream box + canal head loss 
head loss + regulator/weir head loss 

+ cross-drainage 
(4) 

The above procedure would be repeated for all upstream reaches 
and diversion boxes until the water surface elevation for the 
head works is computed. 
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Flow chart 
Flow chart of the computer program is shown in Figures 2 and 
3. Input details for each set of reach and the corresponding 
downstream box are read one after the other, starting from the 
most downstream reach (Table 1). Canal and diversion box 
output details are printed before the program goes ahead with 
the next set of reach and box. In this manner the number of 
variable values to be stored are very much minimized. 

Table 1 Extracts from branch number system inputs 

Design Mode Supply Mode 

BRANCH RE ACH ENDBR CONBR BRANCH RE ACH STABR CONBR 

1 0 0 0 1 9 0 0 
1 1 0 0 1 8 8 1 
2 0 0 0 8 6 12 8 
2 1 2 1 12 1 0 0 
1 2 0 0 12 0 0 0 
1 3 0 0 8 5 0 0 
3 0 0 0 8 4 0 0 
4 0 4 3 8 3 10 8 
3 1 0 0 10 2 0 0 
3 2. 0 0 10 l 11 10 
3 3 3 1 11 0 0 0 
1 4 0 0 10 0 0 0 
5 0 5 1 8 2 0 0 
1 5 0 0 8 1 9 8 

etc. etc. 

Each field is fed from the box through the weir, the 
number of operrings and head losses of which are calculated 
using the subroutines. Other type of outlets can easily be 
incorporated through additional subroutines. Similarly each 
type of the cross-drainage works and the regulator on the 
canal reach may require different input details and additional 
subroutines. Canal junctions are identified by the continuing 
and ending branch numbers, "CONBR" and "ENDBR" respectively. 
At each junction, comparison of elevations in the canals and 
the accumulation of areas supplied by the canals are carried 
out. The maximum number of canals set by the program at each 
junction can easily be increased, if necessary. Typical 
branch, reach number inputs are shown in Table 1 for some 
portion of the distribution system of Figure 1. 

It is possible to suppress the detailed outputs of all the 
canals and reaches and print only the details for main canal 
intake. In the current version, the program does not permit a 
user to obtain output for a specified canal reach or a box. 
This is a compromise made so as to reduce the amount of data 
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Read basic data for the scheme 

B 

Read BRANCH, REACH, ENDBR, CONBR and canal details 
for next reach. Read number of field channels 

for box corresponding to this REACH, 
cross-drainage works and their details 

Calculate max.elev.(ELEFC (I)) for each 
field and total area (TFAREA) for box 

Subroutine 

Calculate flows (FW) to each field and 
head loss across weirs (DELWR) 

ELEFB(I) = ELEFC(I) + DELWR 
EVEV. for box (ELEB) = Max{ELEFB (I)} 

IB = M 
TFAREA = TFAREA + Q(IB,l) 
ELEB = Max ELEB, Q(IB,2) 

IB = M, 

FIGURE 2 
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Error 

Error 

Q(IB,1), area supplied by REACH (=TFAREA) 
Estimate head loss in canal REACH (HLOSS) 

Cross-drainage works (DELCD), regulator (REGH) 
Q(IB,2) = ELEB + HLOSS + DELCD + REGH 

Subroutines 

Print canal details for this REACH 

Terminating a BRANCH and transfering 
areas and elevations at junc. 

Q(IB, 1) = Q(IB, 1) + Q(IEND, 1) 
Q(IB, 2) = Max{Q(IB, 2), Q(IEND, 2)} 

Q(IEND, 3) = 0 

Note: Q(M,1) 
Q(M,2) 
Q(M,3) 
N 

Print head works details 

= Area supplied by reach 
= Et. for the reach 
= Branch number 
= Max possible number of branches at a junc. 

FIGURE 3 
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to be entered by the user. Moreover, it is judged that the 
two options of output provided should be adequate for most 
circumstances. However, this restriction can easily be 
rectified, if necessary. 

SUPPLY MODE (MODE II) 

When designing an irrigation layout, it may be possible that 
the necessary design elevations and discharges are not met at 
the head works at all times of the year. In this case it is 
desirable to know the impact of the reduced elevation and 
discharge on the discharge to each of the individual fields. 
Alternatively an existing old irrigation layout which has been 
either abandoned or functioning with low supply may have to be 
brought to full use. The question here again is to study the 
impact of various intake elevations and discharges on the 
system. The supply mode of the program is meant to execute 
this type of study. 

Flow chart 
Flow charts are shown in Figures 4 and 5, the program 
structure is similar to the design mode except that the 
computations have to start from the head works and proceed 
progressively downstream to the field channels. At the 
junction boxes, there are branches which originate rather than 
terminate. Extracts of the branch, reach number inputs for 
the system of Figure 1 are shown in Table 1. 

It is to be noted that the flow continuity equations are 
not imposed as a constraint at the junction boxes in the 
design mode. Flows were calculated based on the given formula 
corresponding to the extent of the area supplied. Similarly 
in the supply mode, discharges for uniform flow conditions in 
the canal reaches are computed using the given upstream 
elevations and the bed slope. Therefore the continuity 
equations are not always satisfied at the junctions. This 
means in the actual operation, surface profiles may become 
non-uniform to satisfy the continuity equation. The run of 
the supply mode being a feasibility exercise, the impact of 
the above assumptions may not be serious. If necessary, 
appropriate subroutines can be modified to accomodate the most 
imposing constraint. 

Head losses in the canals and regulators have to be 
computed iteratively based on the given uniform slope 
conditions. It may be necessary to check the given slope 
against mild, critical or steep slopes corresponding to the 
discharge. Drop structures are to be suggested if the slope 
is other than "mild". Cross-drainage losses are computed 
based on the calculated discharge. 
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B 

Read basic data for the scheme 
First BRANCH number, Q(l,3) and 
Given elev. of intake, Q(l,2) 

Read BRANCH, REACH, STABR, CONBR and canal details 
For next REACH. Read number of field channels 

For box corresponding to this REACH, 
cross-drainage works and their details 

Calculate flow in canal (FLOW), head loss 
(CHLQSS) and regulator head (REGH) iteratively 
Calculate head drop (DELCD) for cross drainage 

Q(IB,l) = FLOW 
Q(IB,2) = Q(IB,2) - REGH - HLOSS - DELCD 

Subroutines 

Print canal details for this REACH 

Calculate max. elev. (ELEFC(I)), flows and 
head loss across weirs (DELWR) for each field. 

Elev. for box (ELEB) = Max{ELEF(I) + DELWR} 

Subroutines 

Print Q(IB,2) and ELEB for each box 

FIGURE 4 

Error 
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Q(IB,l) = 0 
Q(IB,2) = 0 
Q(IB,3) = 0 

Note: Q(M,l) 
Q(M,2) 
Q(M,3) 
N 

Starting new branches 
IB = M 

Q(IB,3)=STABR, Q(IB,2)=Q(IC,2) 

No 

Flow in a reach 
ER.. for the reach 
Branch number 

B 

Max possible number of braaches at a junc. 

FIGURE 5 
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CONCLUSIONS 

Irrigation distribution network modelling software with the 
design and supply modes are explained through flow charts. 
The former is useful in the design of the entire distribution 

system and to estimate the necessary water surface elevation 
at the head works to irrigate this system. The supply mode is 
useful in exploring the impact of various intake elevations 
and study the feasibility of supplying an existing system. 
Different types of canal cross-sections, regulators, weirs and 
cross-drainage works can be accomodated through additional 
subroutines. The program could be run on microcomputers as 
well. 
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COMPUTERISED FORECAST SYSTEM FOR RIVER FLOWS 

J.M. Dujardin, J.L. Rahuel, P. Sauvaget 

Engineers, SOGREAH, Grenoble, FRANCE 

INTRODUCTION 

The aim of this paper is to present the computer forecasting 
system CFS which was developed by SOGREAH (5) in 1984 for ap
plication to hydrological forecasting. Since its conception and 
several of its algorithms are of a general nature, it could ho
wever be applied to other forecasting problems. Moreover, its 
modular design makes it easy to add new algorithms. The system 
manages in conversational mode the use of data and of forecas
ting methods. The advantage of CFS is that it can perform fore
casts for a sequence of cells calibrated by different methods, 
according to a chosen scenario. Certain cells may be brought 
into play concurrently, according to criteria of quality and 
availability of information. These forecasts are performed for 
different times. 

The CFS is at present used for real time forecasting of river 
discharges and levels, on the basis of water level data. Rain
fall data from recording stations situated in the upstream cat
chment area could also be used. 

This paper presents the forecasting methods and the architec
ture of CFS, as well as its application to the forecasting of 
discharges on a major African river, the Niger. 

PRESENTATION OF THE SOFTWARE 

The computer forecasting system creates an interface between 
data processing and various forecasting methods. The CFS pro
cesses the available discharge data for each Station, automati
cally prepares the data necessary for model calibration by a 
chosen method and calculates simple statistics for the data 
bank in use (number of missing values, common periods of obser
vation for gauging stations, etc). In the case of the Niger ri
ver basin, the CFS uses the following forecasting methods: 
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The CLS method 
This is based on the constrained linear system optimisation al
gorithm (Todini (4)), and is a particular case of Wiener's mul
tichannel input/one output transfer function estimation with 
physically-based constraints on each input series (fig 1). 

Figure 1 

The linear transfer function for each cell is represented by: 

p N 

Q(t) = I:aj Q(t-j) +2: hi.(T) I.(t-T) + E(t) 
j=l j=l J J 

where the first sum represents the lagged output and the second 
is a sample ~onvolution function of all inputs. The weights 
hlj are estimated with respect to a set of constraints imposed 
on the inputs (eg continuity and non-negativity conditions) by 
the least squares method. 

The Muskingum-Cunge method (2) 
This method simulates flood propagation in rivers when inertia 
forces can be neglected as compared with the resistance which 
the river opposes to the flow. It is essentially based on a 
diffusive non-linear equation: 

OQ_ Qq d 2 0 -
dT+adX-b~-0 

which is discretised according to the classical form of 
Muskingum's formula: 

where 

Q(t) discharge at the downstream station 
I(t) discharge at the upstream station 

t computational time step. 

Cl KX - 0.5& C2 KX + 0.5& 
K(l-X) + 0.5& K(l-X) + 0.56-t 
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K 

X 

propagation time between upstream and downstream station 

attenuation coefficient expressed in terms of conveyance, 
celerity and slope of the river. 

The originality of the method, as compared to classical 
Muskingum, is that the coefficients K and X are linked to the 
physical characteristics of the river. 

Both the CLS and Muskingum-Cunge methods are propagation me
thods, typically applicable to hydrological studies. Both can 
be associated, in the context of the CFS, with one of the two 
general statistical approaches: ARIMA and SAPHARI. 

The ARIMA 
(p,d,q) (AutoRegressive Integrated Moving Average) model (Box 
and Jenkins (1)) is a univariate time series model given by: 

EJ (B) a( t) 

where 

~(B) is an autoregressive operator of order p 

EJ(B) is a moving average operator of order q 

~d is a differentiation operator of order d 

Q(t) is an observed or transformed time series of discharges 
a(t) is a residual series, assumed to be white noise. 

The ARIMA model can be considered as the output from a dynamic 
system, which transforms an input white noise series a(t) into 
an observed series by two kinds of filters: 

EJ(B) 
'P(B) = <IJ(B) 

The SAPHARI method 

Figure 2 

non linear 
filter 

Q (t) 

This is a multivariate, multi-lead, seasonal forecasting model 
(6), which has been developed by SOGREAH. The model's parame
ters can be varied with time, and it can take into account non-
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linearities of the total and partial links. Each forecast pro
duced is associated with a probabilised confidence interval 
which enables automatic competition between different models in 
real time. 

Each equation (1) is calibrated by range s (ranges of 
discharge-rainfall or seasonal intervals) and by lead time i. 

For a given range s and lead time i: 

Q(t+i) 

Q(t+i) 

i a s 

Q(t) 

k 

L 
j=l 

V . X. 
S,J J 

i K i · 
a Q(t) + Lb . x V .X.(t-l .) 

S j=l S,J S,J J S,J 

+ di + ai T + Zi(t+i) 
s s 

Discharge to be forecast at lead time i 

Coefficient depending on range s and lead time i 

Known discharge 

Index of the K explanatory stations 

Coefficient of the variable j for range s and lead 
time i 

Function of the explanatory variable X. (first diffe
rence of linearisation or indentical fdnction) 

(t- Ti .) Dephasing of the explanation X. relative to Q 
s ,J J 

Coefficient depending on range s and lead time i 

Slow, linear "tendential" process depending on the 
year T 

Error (noise) of the general model for the lead time 
i, which can be modelled on the complete model 
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One forecasting method may be concatenated with the others in a 
forecasting scenario. Moreover, the ARIMA method may be used in 
each of the other methods as a complementary model of their re
siduals. 

The SAPHARI method is also used, in the context of CFS, as a 
procedure for filling of missing values in real time. 

In the case of forecasting of river discharges, one of these 
methods is used to adapt a forecasting cell for each section on 
the basis of past data. The adjustment parameters are stored in 
a so-called "calibrated models bank". During the forecasting 
operation, in accordance with the scenario provided by the 
operator, the CFS will progressively select from memory these 
parameters for each of the cells used. Forecasting will thus be 
effected from upstream to downstream, the forecast produced for 
an upstream cell being used by a downstream cell. 

The advantage of this system is that the best adapted forecas
ting method can be chosen for each section of the river. 

Forecasting is effected in real time. This means that each time 
the data required for forecasting is updated, a new forecast 
can be produced by the CFS. The number of forecasts produced 
thus depends on the frequency of data revision. This frequency 
is independent of the CFS, but related to the frequency of data 
transmission. 

The CFS has to use a specific interface enabling it to read, 
evaluate and store this data. The data is stored in a buffer 
file pending updating of the historical data bank. This upda
ting will be periodic (for example, annual for daily 
dischar-ges). After this operation, it is possible to effect a 
further calibration of the forecasting cells, which will be im
proved on account of the more numerous data. 

ARCHITECTURE OF THE COMPUTERISED FORECASTING SYSTEM (CFS) 

Schematically, the main tasks and files of the CFS may be 
represented as in fig. 3. 

In order to achieve its final objective (real-time forecas
ting), the CFS must be capable of executing several tasks, 
following instructions from an operator. The main tasks corres
pond to the four operational modes of the CFS: 

The data interrogation mode provides access to a data bank of 
past observations (eg discharges) in order to obtain the series 
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of observations necessary for the calibration (adjustment) of 
model parameters. 

Interrogation 

of d&ta bank: 

Preparation 

of data for 

calibration 

'Data 

Bank of 

calibrated 

models ~=====~ 
NBM 

Calibra.tion 

of models 

(identification 

of pa.ram.eters) 

'CaJ.ibration' 

Figure 3 

Simulation 

of forecast 

using da.ta 

observed 

in pa8t 

Real-time 

forecast 

'Forecast 1 

Mode 

The calibration mode is used to calibrate model parameters by 
different selected methods (eg CLS, Muskingum, SAPHARI, ARIMA) 
and to file the calibrated models in the model bank. This mode 
also provides access to the model bank to carry out the follo
wing tasks: printing, destruction of outdated files, ordering 
of various items in the model bank. An item corresponds to a 
forecasting cell (or a model). 

The simulation mode simulates forecasts by using past Observa
tions. For example, using the observations concerning a former 
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flood (that is, using the data bank in order to create a file 
of real-time observations), the CFS activates the forecasting 
cells with the preset updating times and forecasting periods. 
With this mode it is possible to judge the quality of the mo
dels and forecast results on the basis of data which did not 
participate in the calibration process. 

The forecast mode provides for the forecast itself by the con
catenation of different forecasting cells using data acquired 
in real time and stored in a special file. It provides fore
casts in printed or graphic form. 

Architectural principles of CFS Certain sub-routines constitute 
switches towards other sub-
routines which are the extremities of the arborescence. The 
switches are established by conversation with the program user. 
This structure is such that, in the example of figure 4, it is 
only possible to go from terminations Cl to C4 by passing 
through the switches Bl and Al and then B2. 

Figure 4 

A certain nurober of checks and messages are provided for the u
ser in interactive mode to help him make decisions. 

The arborescent structure of the CFS facilitates the sectioning 
(overlay) of the program during its execution. 

In addition, in preparation for a smaller memory on certain 
computers, the CFS has adopted the dynamic allocation method. 
As far as possible, the size of the subroutines is limited by 
using utility subroutines. 

At the same time, with the prospect of installation of the sof
tware on small computers requiring overlay, the various bran
ches were divided into sub-branches, so that the longest branch 
does not occupy too much memory capacity. 

The various branches address common files which serve as inter
faces between these branches. Thus the calibrated models bank, 
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built up in the calibration branch, is called up during opera
tion of the CFS in the forecasting simulation and forecasting 
branches. 

The language used is Fortran 77, for which the norms were res
pected, so as to be able to adapt the software for use on dif
ferent types of computer (in particular, extensive use was made 
of the CHARACTER statement and the terms IF - THEN - ELSE -
ENDIF). 

The programme is conversational. At each important switch a me
nu is proposed to the user. For the Operating files, in which 
only a few variables are likely to be altered from one test to 
another, a semi- conversational presentation was adopted. The 
user has to fill in the zones of a grid formated in advance, in 
which the meaning of each of these variables appears. 

Particular care was taken in the presentation of the print
outs, by adding lines of comments, by grouping all formats to
gether at the end of the subroutines, and by systematically in
denting all lines to the right within the loops. At the same 
time, all numbers of logical units or table dimensions are ex
pressed in the name of a variable, thus facilitating comprehen
sion of the print-outs and modifications. 

The names of the subroutines and variables have been chosen so 
that the user can readily identify what they are referring to. 

A user's manual has been produced, settingout the methods used 
and the architecture of the system, detailing the structure of 
the files and their contents, and presenting the general orga
nisation of the software. This document is completed by detai
led operating instructions. 

In each of the program's subroutines, tests are performed to 
check the quality of the data or the replies to the proposed 
menus. lf the reply to a menu is not correct, the menu is dis
played again (returning to a higher hierarchical level). If an 
error is detected at the level of a calculation method, a mes
sage is displayed to point out and explain this error. 

The software runs to a total of 13 000 instructions. 

Peripheral units - Files 
- 1 terminal, 80 characters 
- 1 printer, 132 characters 
- 1 Benson tracing table (optional). 

The files used are of two types: sequential disk files and 
non-formatted direct access disk files. 
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The sequential files are used in semi-conversational mode, for 
entering the calibration parameters of a method, for develop
ment of a forecasting scenario (one line per forecasting cell), 
or for storing forecast standard deviations related to a scena
rio. The non-formated direct access files have been used for 
each of the software banks, on account of their flexibility as 
regards formating rules and the rapidity of access to the re
quired information, whatever the size of the bank. 

Each of the banks is preceded by a catalogue which groups toge
ther the essential parameters of the bank and each of its 
units, and indicates the connection number of each unit. 

The CFS uses six non-formated direct access files: 

- the historic data bank (discharges) NBD, which is used to ge
nerate the data series and to adjust statistically the model 
parameters, 

- the bank of height-discharge laws NLHQ, which groups the pa
rameters of the calibration curves of the water level gauging 
network, 

- the calibrated models bank NBM used for storage of all the 
parameters describing a forecasting cell, 

- the bank of water level data acquired in real time NACH, 
which is updated each time a forecasting operation is started, 
and which contains all the gauge heights trans- mitted in real 
time, with a sufficient time lag, 

- the bank of discharge data acquired in real time, obtained by 
transforming the heights under NACH by the height- discharge 
laws NLHQ, 

- the central forecasting file NPRE used to store the forecas
ting results for each of the stations and for each of the pro
cessed scenarios. 

Depending on the user's choice, outputs are either displayed on 
the screen or printed out. The formats and presentation of ta
bles have been designed with particular care. 

The graphic outputs also appear according to the user's choice 
on the console (graphic output over 80 characters) or on the 
print-out (graphic output over 132 characters). 

If a Benson tracing table is also available, it is possible, by 
means of an external drawing utility, to provide for graphic 
outputs on the plotter. 

The CFS software is designed for maximum operating flexibility. 
Its conversational character and the ludic aspect of its pre-
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sentation greatly facilitate operator training, the time re
quired to learn how to use the system being reduced to the mi
nimum. Furthermore, with the automation of certain tasks and 
the use of interfaces, much time can be saved during the fore
casting cell calibration phase. It is of course advisable, as 
for all software, that the user be initiated in the architec
ture of the system and especially in the structure of the 
input-output files. To this effect, he must know the Fortran 77 
language and have basic knowledge of data processing. However, 
it is above all important for the user to have attained a rea
sonable level of instruction in hydrology, so as to have a cri
tical eye open on the results obtained at all stages of opera
tion of the CFS. 

USE OF THE CFS FOR FORECASTING DISCHARGES OF THE NIGER 

The Niger is a major African river, more than 4000 km long. It 
rises in Guinea, in the Fouta Djalon mountains, situated in a 
wet, tropical zone, then describes a vast arc, passing through 
the arid zones of Mali and Niger, before falling into the 
Atlantic in Nigeria. The Niger basin extends over several 
African countries which have grouped together in a Niger Basin 
Authority (Autorite du Bassin du Niger, ABN), to ensure harmo
nious management of the common resource represented by the 
river. However, it is not possible to manage a system efficien
tly without having forecasts. Thus the ABN and the World 
Meteorological Organisation (WMO) set up a vast cooperative 
project aimed at producing hydrological forecasts in real time, 
for various gauging stations situated on the Niger and its tri
butaries. In view of the vast extent of the basin and the poor 
communications, the water level recording Stations of the net
work were equipped with Argos beacons. These send daily water 
level readings by satellite to an international forecasting 
centre situated in the middle of the basin at Niamey, capital 
of Niger. This data is checked before processing by the CFS 
software in order to produce real time forecasts of water le
vels and discharges. The forecast results obtained by the CFS 
are sent by satellite to the national forecasting centres of 
each of the member countries of the ABN (fig. 5). 

The historical data bank groups together the discharges for 
about 100 stations distributed throughout the basin. Of this 
total, 48 stations equipped with Argos beacons are at present 
used for forecasting by the CFS. 

The calibrated models bank at present contains 123 forecasting 
cells. 
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THE HYDROLOGICAL FORECASTING SYSTEM 
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1 Water 1evels transmitted from the beacons to the ARGOS 
satellite 

2 The satellite stores then transmits this data to the in
ternational forecasting centre at Niamey 

3 The forecasts are produced by the CFS and sent back to the 
satellite 

4 The satellite transmits these forecasts to each of the na
tional forecasting centres 

• Water level recording Stations equipped with ARGOS beacons 

TRAINING OF PERSONNEL AND TRANSFER OF SOFTWARE TO NIAMEY 

In order to train the African engineers who will operate the 
system, several training courses were organised. The trainees 
were selected for these courses by the various Hydrological 
Departments of the ABN member states. 

There were nine trainees in all, one from Benin, two from 
Cameroon, two from Guinea, one from the Ivory Coast, one from 
Mali and two from Nigeria. Since the Nigerians are English
speaking, all the courses were given in French and English. 
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A first recruitment course was organised in Niamey by the WMO 
officer seconded to the project. The selected trainees then 
came to France for a six-week training session with SOGREAH. 
Their training was finally completed in Niamey during installa
tion of the software, for a period of three weeks. During the 
first session, general training was given in the fields of data 
processing and hydrology. During the subsequent sessions, the 
trainees were initiated specifically in the hydrological me
thods used in the CFS, in the architecture of the software and 
in the application of the system to the concrete case of the 
Niger basin. 

The facility of application of the CFS software, thanks to its 
conversational character, enabled it to be used as a teaching 
aid during the courses given for the African trainees. The hy
drological methods and structure of the software, which were 
the subjects of the courses, were thus illustrated didactically 
on the console, making it much easier for the trainees to assi
milate these methods. 

The CFS was developed on an IBM 43-31 at SOGREAH' s computer 
centre. This is a 32 bit machine with a main frame memory sto
rage of one million octets. However, since the CFS is a real
time forecasting facility, it had to be installed on a computer 
in Niamey, that is the Digital PDP 11-60 at the Centre 
Aghrymet. This is a 16 bit small computers of 256 Koctets capa
city, but with only 64 Koctets of addressable memory. The main 
difficulties which had to be overcome in transferring the soft
ware are related to this limited main memory storage. 

It was essential to solve these problems before leaving for 
Niamey. Thus SOGREAH' s engineers went several times to the 
Digital offices in Lyons to work in an environment comparable 
to that of the Centre Aghrymet in Niamey. The problems were 
solved as follows: 

a) by using a very ramified overlay, each branch of which is 
kept sufficiently short, so as to respect the limitation on use 
of memory storage, that is a maximum of 56 Koctets for each 
branch, 

b) by creating five main modules for the CFS, selected by the 
"SPAWN" control which is specific to the PDP system, 

c) by limiting to the strict minimum the simultaneaus opening 
of buffers relating to external files, 

d) by using to the maximum the 256 Koctets of main memory. To 
this effect, a facility specific to the PDP 11-60 was used, 
that is the statement VIRTUAL instead of DIMENSION. Thus for
tables it is possible to use memory storage outside the 
64 Koctets of addressable memory. However, the use of this in
struction implied a substantial limitation on the FORTRAN 77 
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norm. Each of the routines thus bad to be adapted to this new 
situation relative to the norm. 

All the files were transferred to Niamey on tape. Previously, 
the non- formated direct access files bad to be transformed 
into formated sequential files, while retaining the maximum of 
significant numbers. All the files coded in EBCDIC (IBM) then 
bad to be transformed into ASCII files (Digital). Once these 
problems bad been solved in Grenoble and Lyons, it was possible 
to install the software in Niamey. 

The Aghrymet computer centre is particularly well maintained 
and managed by competent personnel. The PDP 11-60 computer is 
backed up by a second machine in case of failure of the first. 
It is used on a shared time basis by the various operators. It 
took a week to store the files on disks, compile the FORTRAN 
files, reconstitute the non-formated direct access files, crea
te the modules and carry out tests on each of the branches, 
with correction of a few errors of detail. The tests showed 
that the running times of the CFS are very short. Finally, ad
ditional training was given to the future users on site. 

CONCLUSION 

The CFS is a large, high-performance software product in the 
forecasting field. It has been successfully applied to real
time forecasting of the floods of the Niger. In this context, 
it is an essential link in a whole forecasting chain which 
makes use of the most modern techniques. Despite its large 
size, it was possible to install the CFS on a micro-computer in 
Niamey, where it has proved its efficiency and its rapidity of 
execution. The care taken in design of the software and its 
conversational character make this a readily transferrable fa
cility, which is accompanied by a very detailed user's manual. 
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'CARIMA' 

Engineers, Applied Mathematics Dept., SOGREAH, Grenoble, FRANCE 

INTRODUCTION 

Engineers have always needed predictive simulation tools to 
assess the consequences of hydraulic proj ects before their 
implementation. Industrialisation added a new dimension to 
engineering problems: that of the transport and fate of pollu
tants in rivers and, more generally, water quality problems. 
Physical reality is extremely complex and engineers face a 
whole spectrum of river sizes: from small urban or rural 
streams to water courses several thousands kilometres in 
length. 

Figs. la and lb show two examples of the kind of differences in 
scale of such phenomena. Local flow simulation and faithful re
presentation of details is vital to assess the results of flood 
protection of the inundated Adour River valley in France (Fig. 
la). A grasp of essential problems in the face of an enormous 
geographical area, volume of handled data, and various hydrolo
gical regimes along the river are the main points for managers 
of the water resources of the Niger River basin (Fig. lb). 

The way in which the consequences of our actions is assessed 
has evolved over many generations from intuitive comprehension 
of situations, through rough calculations, reduced scale models 
to mathematical models. With the constant development of tools 
(computers, i.e. hardware as well as the methods, that is to 
say computational hydraulics) it has been possible recently to 
lay out ambitions design objectives for river simulation sys
tems, namely: 

(i) The system must be capable of dealing with a model in 
which both inertial channel flow and non-inertial flood plain 
flow and storage are represented with no fundamental restric
tions on the ways the two flow regimes may be linked. The 
pollutant (or, more generally, dissolved matter) transported 
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must be properly simulated, including reactions between diffe
rent pollutants transported, their decay, etc. 

(ii) The user must be able to schematise the real situation 
and build this model without having to worry about its topolo
gical make-up and calculation sequence. Multi-connected net
works of streams or flow exchanges must be accepted. The user 
must be able to modify the original layout (by introducing 
proposed structures, new reaches, transforming an arborescent 
network of streams and channels into a multiconnected looped 
one etc.) without difficulty. 

(iii) The system must provide a high level of automatic data 
checks and convenient procedure for correcting and modifying 
model parameters. The system must also equate needs and compu
ting resources: one does not need the same core memory or even 
the same computer for a model of small dimensions (say 200 
computational points) and for a large model of 2000 to 3000 
points. 

Fig. la Part of the Adour River valley (inundated) 

Fig. lb Niger River basin 

The purpose of the paper is to present the software developed 
for management of water flow and transport of matter in net-
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works of rivers or man-made channels according to the above
mentioned requirements. The software, developed by SOGREAH, 
consists of two distinct but completely compatible modelling 
systems (or codes): 

CARIMA (CAlcul Rivieres MAlllees = Computation for Multiconnec
ted River Networks) is a modelling system which enables Simula
tion of unsteady flow (e.g. flood wave propagation, water 
transportation for irrigation or town supply purposes, drai
nage) in rivers and open channels. 

CONDOR (CONvection - Diffusion and/Or Reaction) is a system 
which simulates unsteady convective-diffusive transport of 
matter (e.g. salinity, pollutants, heat, suspended fine sedi
ments) undergoing decay and reactions, in rivers and open 
channels. 

ENGINEERING PROBLEMS AND FORMULATION 

Both systems are simulation tools. CARIMA is used to study the 
effects of natural or man-made modifications in river/flood 
plain features, or to study the effectiveness of water conve
yance canal networks. CONDOR simulates the behaviour, i.e. 
variations essentially in time and space of the concentration 
of different substanc.es transported by water. The substances 
may have a natural origin (e.g. salt, suspended silt) or be the 
result of human activities, e.g. thermal and organic (sewe
rage) pollution, toxic pollutants, etc. Simulation of events 
observed in the past (in order to validate models) and of the 
consequences of projected modifications makes it possible to 
choose optimum solutions, discard dangeraus or insignificant 
designs, and predict the changes in water quality, etc. 

CARIMA formulation There are two general flow regimes treated 
by CARIMA: one-dimensional channel flow (1-D), in which the 
full flow equations are considered, and two-dimensional flood 
plain flow (2-D) for which non-inertial, resistance-dominated 
flow equations are used. 

One-dimensional flow is modelled by a series of so-called 'com
putational points' along the river, each of which corresponds 
to a measured or assumed cross-section. These points are linked 
by one-dimensional computational reaches over which the average 
section properties at either end are assumed to govern the 
flow. These reaches may form a looped structure, for example in 
the case of flow division around a large island, a river cut
off, or interconnected delta channels; Fig. 2a is an example of 
a one-dimensional looped network. 
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Coaputadon.al point 

Com.pueacional r~u•chel 

Fig. 2a Topological scheme of a model 
for navigation studies 

The equations of Barre de Saint-Venant for one-dimensional un
steady river flow are written as follows: 

Q1_ + _!_ Qg_ = O· 
ot Box ' 

where: 

B(y,t): channel width 

A(y,t): cross-sectional area 

g gravitational acceleration 

y(x,t): water surface elevation 

Q(x,t): discharge 

X 

t 

longitudinal axis (independent variable) 

time (independent variable) 

0 (1) 

'friction slope', expressing the resistance opposed by 
the river bed to the flow 

u(x,t): Q/A = mean flow velocity in the section 

Two-dimensional flow on the flood plain is modelled as a series 
of interconnecting cells, for each of which the relation bet
ween storage volume and water surface elevation is known or 
assumed. Cell emplacement and links between cells are chosen so 
as to follow natural features as closely as possible (roads, 
dikes, etc.). Fig. 2b is an example of a two-dimensional flood 
plain zone adjacent to a river; the arrows indicate possible 
flow paths between cells and between cells and the river. 
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flood p l ~ i n Iimit 

Fig. 2b Topological scheme of a model having both riverine 
and flood plain flow 

Two-dimensional flow calculation is based on continuity of 
volume for each cell and non-inertial flow laws between cells. 

Continuity of volume j in a flood plain cell j is expressed as: 

n 

L: Q •. 
i=1 ~] 

(2) 

where: 

Vj = Vj(yj,t): volume of water in cell j 

Qi .(t) discharge from cell i to cell j 
,] 

n number of cells i communicating with cell j 

Discharge Qi . is function of water levels in two adjacent 
,] 

cells: Qi,j = f(yi, yj ). These functions represent in CARIMA 

basic hydraulic features sucn as: weirs, sills, short channels, 
ori- fices, flood gates, hydroelectric plants, etc. 

The system of non-linear partial differential equations (1), 
(2) is solved numerically using an efficient implicit finite 
difference scheme. The numerical characteristics and solution 
algorithm were published elsewhere (Cunge et al. 1980). The 
results obtained, as a function of time, are: water stages y, 
discharges Q and mean veloeitles u at all computational points, 
cells and links. 
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CONDOR formulation 
The CONDOR system is built araund numerical solution of the 
unsteady transport equations in one space dimension for N 
pollutants: 

(3) 

where: 

C (x,t): concentration of the pollutant r, considered uniform 
r in the river cross-section 

D(u,y,x): longitudinal diffusivity, encompassing turbulent and 
cross-sectional differential convection effects 

coefficients defining reactions between pollutants, 
their decay and possible sources and sinks. 

To solve Eq. 3 in terms of C (x,t) one needs the flow variables 
u(x,t), y(x,t) which are futhished by the CARIMA system. These 
variables are computed while satisfying the flow continuity 
equation, hence Eq. 3 in concentrations is also conservative as 
far as pollutant masses are concerned. The system of Eq. 3 is 
solved for all computational points and cells by a numerical 
method based on splitting operators: the advection part of Eq. 
3 is solved by the method of characteristics with hermitian 
interpolation almost completely eliminating spurious numerical 
damping (cf. Holly and Preissmann, 1977); the diffusion part is 
solved by an implicit finite difference method which leads to a 
double sweep algorithm; the reactions and decay part is solved 
by local implicit finite differences. The algorithm is descri
bed by Sauvaget, 1985 and Belleudy and Sauvaget, 1985. 

ARCHITECTURE OF THE SYSTEMS 

Link between CARIMA and CONDOR 
Fig. 3 showns a schematised link between the two systems. For 
example, CARIMA may be used alone if pollution transport is not 
to be simulated. The use of the CONDOR system alone, however, 
is difficult since it requires a coherent set of flow characte
ristics such as velocities, depths and discharges, which must 
satisfy the flow continuity equation. These are automatically 
furnished by CARIMA, but are difficult to obtain from, say, 
field measurements. 
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Fl ow computat ions 

CAR!M5 
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Q(• ,t) 

Informat;on Orders 

COftOOR system: 
toncentrat ions 
Compu tat ions 

Fig. 3 CARIMA and CONDOR: schematised link 
between the two systems 

Structure of CARIMA system 
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The general programme flow chart is shown in Fig. 4. It is 
adapted to the way in which a modeller proceeds in his work. 
The user must first assemble the topographical data necessary 
to define the river system, including maps, cross-sectional 
areas, serial photographs, and data necessary to define any 
structures in the model (weir crest elevations, flood gate 
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dimensions, etc.). To these data must 
inflow hydrographs, downstream water 
lateral inflows and outflows. 

be added information on 
levels, rating curves, 

CARJ l • IIODEL module : 

• data networlr. conerence 
checks 

creatton of 'I!IOdel' •nd 
' coded instructions' files 

eo.wn.nds, opt 1ons, da ta, 

IIIOdel I!IOdificat•ons 

rr=========il COIIIII&ndS 
4nd opt ion 
for 1110del 

plots arid prlnt-out output 
for I!IOdel 
Interpretation 

Fig. 4 CARIMA system: general flow chart 

Having collected all the data the user defines his model by 
furnishing input information which establishes the topological 
links and physical data for each hydraulic element of the 
network. In Fig. 5 is shown an example of a possible real life 
situation and its schematisation. 
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The programme CARIMl-MODEL (cf. Fig. 4) processes all this in
formation, checks for data and topology inconsistencies, esta
blishes the calculation order and creates two output files: 

- updated model file, which contains the detailed description 
of the model, i.e . the schematised situation. This data is in 
the form generally used by hydraulics specialists, who can 
easily understand how to modify it in accordance with their 
needs; 

- a condensed data file containing the physical and logical 
data necessary for the calculation, the so-called (cf. Fig. 4) 
'coded instructions', which are not to be read by users but 
only by the programme. 

The function of the MODEL programme is to build and to update 
the models. No flow computations are made, but the result (the 
updated model file) may be edited at will by the user on the 
screen or by printing or in graphic form. Editing is carried 
out with the CARIM3 module (cf. Fig. 4). Thus all checks can be 
made at this stage. 

The second stage is based on the use of the CARIM2-PUMA pro
gramme, which carries out the unsteady or steady flow computa
tions actually desired using the 'coded instruction' file and 
initial and time-varying boundary conditions furnished by the 
user. 

MODEL and PUMA are two modules of the same system and their 
consecutive or separated use is decided by options taken by the 



www.manaraa.com

12-58 

user at the time the system is run. E.g., if the model is al
ready built and only boundary condition input (flood hydro
graph) varies, the user would indicate the PUMA option only, 
thus saving his own and the computer 1s time needed to recreate 
a 1coded instruction 1 file from engineer 1s data (such as cross
sections, etc.). 

The 1Coded instruction 1 principle enables optimum use of com
puter resources without bothering the user. Each 1 coded ins
truction1 is composed with a nurober of items of information, or 
1words 1, defining an element of the model: its hydraulic cha
racteristics, all the data it needs, all Operations which 
should be made by PUMA to process it. Coded instructions are 
stored sequentially in the optimum order for processing hydrau
lic elements. As the result, the highest efficiency of computa
tional means is obtained. The coded instruction file may be 
stored in the core memory or on the outside, direct access or 
magnetic tape file. Thus, the user can trade-off computation 
speed against memory requirements in accordance with his model 
size or simulation time. The best order for processing diffe
rent elements depends upon the numerical method used in PUMA 
and is very different depending on what is considered easy or 
handy by the user. The MODEL module frees the user completely 
from these considerations. The price, however, is the computer 
time needed to create an optimised coded instruction file. 
Hence the separation between MODEL and PUMA which makes it 
possible to avoid running MODEL except when modifications of 
the river model itself are needed. 

Structure of CONDOR system 
The CONDOR system is structured in an almost totally analogous 
way to CARIMA. It makes use of two CARIMA files: 1 Coded ins
tructions1, in order to define compatible topology and topogra
phic data and 1 Results of computations 1 , because it needs 
depth, velocities and discharges. For lack of space the CONDOR 
flow chart is omitted here, CARIMA being a sufficient example. 

Characteristics of CARIMA and CONDOR systems 
Both systems are programmed in FORTRAN IV. Several subroutines 
were also doubled in on IBM 370 series ASSEMBLER in order to 
increase processing speed. The CARIMA system (without CARIM5 
postprocessor) represents more than 14,000 FORTRAN statements. 
The MODEL module occupies around 273 K bytes (100 K with an 
overlay structure) of the central core memory, the PUMA module 
about 352 K bytes (respectively 75 K); (space needed for wor
king files, data tables, etc. is not included in these num
bers). The CONDOR system (without CARIM5) consists of more than 
8,000 FORTRAN Statements and occupies about 325 K bytes of core 
memory. Both systems are being currently run on IBM 4331 and a 
larger IBM-equivalent computer (corresponding to IBM 3032/33). 
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INPUT-OUTPUT FACILITIES 

Input is file-oriented using full screen facilities. All data 
are introduced under the form familiar to hydraulics specia
lists, e.g.: cross-sectional profiles by a sequence of (abs
cissa, ordinate) or (elevation, width) couples, roughness of 
natural cross-sections by Strickler-Manning coefficients, etc. 
All computational points can be named mnemotechnically (4 cha
racters are available). Once the model file is built, it is 
edited under a double form: detailed print-out and graphic out
put, which enables the hydraulic soundness of the model to be 
checked immediately. The outputs are accompanied by warnings or 
control messages concerning the model, e.g., it is not possible 
to adopt absurd roughness coefficients or to have conveyance 
decreasing for an open channel, etc. 

Output is taken care of by a special separated module CARIMS. 
All computational results are stored on the output file and 
CARIMS is a real postprocessor furnishing, at will and accor
ding to the user's option: detailed printed output; y(t), Q(t), 
v(t), dy/dt.(t), dv/dt.(t), C (t) plots for any computational 
points; free surface lines y fx) for any reach; concentration 
profiles C (x); min-max water stage envelopes for any given 
reach. Allr these outputs come on the screen and are then 
plotted, if so desired, in print-ready form. 

MAN-SOFTWARE INTERACTION 

Both systems are designed to be used by hydraulics engineers 
who do not know the algorithmic details or the way the systems 
are programmed. Nevertheless, the users must have a good under
standing of the hydraulic and hydrodynamic hypotheses on which 
allmodular elements of the software are based, e.g., an engi
neer who builds a mathematical model of a river valley with 
CARIMA may have to choose, for a particular reach, between a 
rough canal, an orifice, a sill or an overspill weir. Or again, 
he has to choose between an accumulating polder-like element or 
a river reach of high roughness. It is bis responsibility to 
choose. Hence he has to know with what hypotheses each feature 
was simulated in CARIMA or CONDOR, but it is not necessary to 
know how it was translated in FORTRAN. This concept is very 
different from what is sometimes called user-friendliness in 
engineering software, which what might result in leaving the 
user in total dependence upon the software. He has no choice, 
but follows the hydraulics defined for him by somebody else who 
might not be even a hydraulics specialist ! Such unfortunate 
situations arise most often when the conversational software 
designed for massive commercialisation on micro-computers is 
used. In the CARIMA-CONDOR system concept, the Software must 
not replace the hydraulics engineer. This concept, however, 
implies that the user must have double liberty: 
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(i) to be able, for a given model, to modify the initial sche
matisation rapidly and have a choice of several hydraulic solu
tions for simulation of a given situation; 

(ii) to be able to complete the system with elements which do 
not exist yet in it, e.g. to add new types of gates, to intro
duce an inclined sill while originally only a horizontal one 
was provided, to introduce a new type of decay of a pollutant 
(e.g. function of the depth and the velocity). 

We have shown above how possibility (i) was provided. Both sys
tems were developed in such a way that possibility (ii) can be 
provided with ease, but of course, not by the user. New ele
ments are constantly being added to the system and average 
period required for one such addition is a week. It must be 
stressed, however, that the process of such addition involves 
three consecutive phases and requires people who know how the 
software is built, and who therefore have different qualifica
tions from these of average user. The three phases are: 

a) hydraulic analysis and formulation, 

b) formulation in the algorithmic form required by the general 
CARIMA or CONDOR algorithm, 

c) implementation in the programme. 

SOFTWARE PORTABILITY, EXPLOITATION EXPERIENCE 

Because of the modular concept and sequential coded instruction 
file processing both systems are, theoretically at least, easi
ly portable the computers which have a minimum memory capacity 
of 352 K bytes and accept FORTRAN. Actually there are at least 
two reasons why the portability may be seriously limited: 

The first is linked to the fact that what is called 'standard' 
FORTRAN is not standard at all. The CARIMA/CONDOR system have 
been implemented on several IBM systems, but one can imagine 
that the same difficulties as mentioned by Dujardin, Rahuel and 
al. (this conference) would appear with any other system. The 
second is of a broader nature and is related to the remarks 
marle in the MAN-SOFTWARE INTERACTION section. Quite obviously, 
the CARIMA/CONDOR system should be implemented only where a 
satisfactory hydraulic environment and computational hydraulic 
back-up are guaranteed. ---

Excellent documentation and a propicious environment within 
SOGREAH have marle the system an everyday tool, used by more 
than 30 engineers. Since its creation in 1977 several hundreds 
of models have been built and run, 90% of them by hydraulics 
engineers who know next to nothing about programming and data 
processing. We have gone so far as to print a special abbrevia
ted user's manual to enable rapid construction of simple models 
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while using only a fraction of the system's possibilities. How
ever, all the users are hydraulics engineers, most often with 
experience of laboratory modelling as well. The back-up is en
sured by a team of computational hydraulics specialists. Care 
is taken that two of these, who know all the details of the 
programme, be present at any given time in head office, so that 
new addition may be implemented. 
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Micro Computer technology provides a low cost 
solution to the complex problems encountered in 
efficiently operating a water distribution system. 
This paper describes how micro computer technology 
can be used to: 

- develop a operating plan for system pumps and 
automatic control valves. 

- control the operation of a system's pumps and 
control val ves. 

- monitor and evaluate the Operation of system 
components. 

This paper also discusses how micro computer 
technology has been used, or is being considered for 
use to perform these functions in operating the water 
system of the City of Yonkers, New York. The Yonkers 
water system prov ides an average of 30 mi 11 ion 
gallons per day (mgd) to the City's 200,000 residents 
utilizing four (4) high liftpump stations. At the 
present time all the pumps in the system are operated 
manually, thus system personnel must be sent to each 
of the remote pump stations several times a day to 
turn pumps on and off. 

As part of a Water System Master Plan Study performed 
for the City, a micro computer based extended period 
water distribution model was developed. The model 
was utilized to develop control set points for each 
of the system's pumps. Implementing these set-points 
will minimize energy costs while maximizing the 
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pumps's benefit to the system. The City is presently 
investigating the feasibility of utilizing a micro 
computer based control system to implement the pump 
control plan. 

DESCRIPTION OF THE EXISTING WATER DISTRIBUTION SYSTEM 

The Yonkers Water Distribution System supplies 
200,000 residents with an average of 30 mi 11 ion 
gallons per day (mgd). Due to the significant 
elevation differences within the City, the water 
system, is divided into high and low pressure 
districts. The low pressure districts recei ve their 
flow by gravity from upland reservoirs owned by the 
City of New York. Water service to the high pressure 
zones is provided through four (4) pump stations 
scattered throughout the City. Three (3) of the pump 
stations are unmanned wi th the fourth, the treatment 
plant pump station, providing a manned control center 
for the water system. 

Existing Water System Controls 
Each of the pump stations have a local flow recorder 
with a 24 hour recording chart. At two of the pump 
stations, Hillview and Crisfield, station output is 
telemetered back to the control center where it is 
also recorded on 24 hour charts. In addition, the 
liquid level in the two water storage tanks is 
telemetered to the control center where they are 
recorded on 24 hour charts. 

At the present time the operation of the system is 
completely manual. As a result, an operator must be 
sent to a pump station each time a pump is turned on 
or off. This mode of operation has the following 
inadequacies: 

- Since it may take an operator as long as 30 
minutes to get from the control center to a 
remote pump station, the system cannot respond 
quickly to emergency conditions such as the 
need for extra flow during a fire. 

- Utilizing personnel simply to turn pumps on 
and off is an inefficient use of manpower. 

- Existing operating procedures tend to increase 
energy costs. 

- Existing equipment provides the system data in 
such a form that it is difficult to analyze 
for underlining trends. 
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Water System Master Plan Study 
To identify ex1st1ng problems within the system, the 
Yonkers City Wide Master Plan was performed. In 
addition to determining solutions to the identified 
structural problems within the system, the study also 
examined water system operating procedures. Among 
the analyses performed uti 1 i zing the micro computer 
based model were: 

Determining the effect of new water mains on 
the availability of fire flow. 

- Determining the optimum elevation for a new 
water storage tank. 

- Determining the effect of closing a water main 
upon the system without having to physically 
send a crew to close the valves: This 
provides a means of identifying the potential 
for low pressure and discoloration (due to 
reversal of flow) when the line is closed: 

Both the structural reinforcement analysis and system 
operating analysis were performed utilizing a micro 
computer based extended period water distribution 
model. 

UTILIZATION OF MICRO COMPUTER EQUIPMENT TO DEVELOP A 
LEAST ENERGY COST OPERATING SYSTEM 

As has been previously stated, the Master Plan Study 
included the development of a micro computer based 
extended period water distribution model. The 
ability to utilize a micro computer to perform 
extended period water distribution modeling for a 
system of this size is a recent event made possible 
by the increased speed of micro computers and the 
increased efficiency of FORTRAN compilers. The 
computer program used for this project was originally 
developed at an American University in 1970 for use 
on an I.B.M 360 computer. With some minor 
modifications to the original FORTRAN code, this 
program now runs on a MS:oos based micro computer 
utilizing an INTEL 8088 processor. The current 
version of the program requires 384K of memory and 
can be used on models with up to 550 pipes. The 
major practical constraint to even larger naodels is 
the amount of time that such simulations would take. 

The use of micro computers for these numeric 
intensive "number-crunching" applications was not 
feasible until the development of the 8087 NUMERICAL 
COPROCESSOR and FORTRAN compi 1 ers which a 11 owed a 
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program to dimension greater than 64K of data. For a 
typical hydraulic calculation performed on a 
8086/8088 based micro, the 8087 NUMERIC COPROCESSOR 
can decrease the run time by over one-half. 
Obv1ously the faster the time of computation, the 
1arger the model which can be simulated practically 
on the micro computer. The ability to dimension more 
than 64K in a program, a capability compilers 
marketed before 1983 did not possess, makes it 
possible to download mainframe hydraulic programs 
such as a water model onto a micro computer. 

Description of the Yonkers Extended Period Model 
Hydraulic modeling for the City of Yonkers was 
performed utilizing a model with 525 pipes, 3 
elevated water storage tanks (reinforced condi tions) 
11 pumps (reinforced conditions) and 2 pressure 
regulating valves (reinforced conditions). The 
extended period feature of the model allows it to 
simulate hydraulic conditions over the entire 24 hour 
diurnal pattern. An extended period model is 
equivalent to a motion picture, in that many 
"hydraulic snapshots" of the water system are put 
tagether to simulate the changes over time in water 
system pressure, Storage tank liquid level, and pump 
station output. 

Utilizing this model we were able to simulate for 
both existing pipeline conditions and future pipeline 
conditions: 

- The effect of operating a particular pump upon 
water system pressure. 

- The effect of alternative pump set 
controlled by the liquid level 
adjacent water tank upon water 
pressure. 

points 
in an 

system 

The goal of this analysis is to develop an operating 
plan which minimizes electrical energy costs while 
maintaining adequate water pressure throughout the 
City~ The City is billed on the basis of two 
measurements of electrical consumption: 

(1) Energy usage in kilowatt hours. 

(2) Peak power demand in kilowatts. 

In addition the City is charged a delivery fee which 
is related to the kilowatt demand. Electrical usage 
charges are direct charges for the volume of electric 
power consumed. An operating procedure to reduce the 
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usage charge maximizes the use of the system's 
highest efficiency pumps and minimizes the hydraulic 
1 i ft needed. Demand charges are based upon the 
maximum amount of power consumed in a short period of 
time (e.g., thirty minutes) during the billing 
period. Therefore, an operation's procedure to 
reduce demand charges will attempt to maintain power 
consumption at a constant rate. 

Utilizing a trial and error solution, model 
simulations were performed with various pump control 
set points to determine the set points which achieved 
the goal of least energy cost. 

IMPLEMENTATION OF THE RECOMMENDED PLAN 

Due to the complexity of the operating plan, 
implementation of the plan requires the installation 
of an automatic pump controller system. At this 
point in time two types of automatic control systems 
are being considered for the City of Yonkers. These 
types are: 

- Non-Intelligent Mechanically Based Operating 
System. 

- Micro computer based Operating System. 

Both systems would make it possible to automatically 
operate the Yonkers water system. In addition under 
either system, the pre-programmed control plan could 
be overridden from the control center from where 
pumps could be turned on or off. But, the micro 
computer based operating system has several 
significant advantages over a non:intelligent 
mechanical system. 

A micro computer based operating system allows the 
engineer to incorporate complex operating seenarios 
into the system. As an example a plan can be 
incorporated which automatically rotates a station's 
1 ead and 1 ag pumps. Thus each pump can get equa 1 run 
time unless it is decided to run one pump more than 
the others. In that case, the program can be 
modified to achieve the desired distribution of run 
time for each of the pumps. 

Thus, over ö week's time, the micro compute will 
record flow and pressure data for each of the 
station's pumps. This data can be automatically 
compared to previously observed readings to determine 
if the pump's performance is deteriorating. A 
deterioration in pump performance can be an indicator 
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that the equipment is in need of maintenance. Thus 
each pump is continuously monitared without the need 
for operatoT intervention. 

Fina lly, the micro can automatica lly produce dai ly, 
weekly, monthly and yearly system reports. In a 
complex water system the laborious task of record 
keeping and report generation can require a 
significant amount of manpower. Since most of the 
data necessary to generate these reports has been 
automatically input to the computer, the system 
requires little if any additional manual data input 
to generate the reports. Thus, a major source of 
error in computer generated reports, the manual input 
of data, is eliminated. 

Description Of Mechanical Systems 
The system which has been traditionally used to 
control a water system are of the mechanical type. 
These systemsmultiplex numerous tones signals over a 
single telephone line. Signals can convey both 
digital information such as a relay switch setting 
and analog data such as pump station flow and water 
tank liquid levels. Pumps will be turned on and off 
by mechanical level switches located in the water 
tank chart recorder enclosure box. The typical 
configuration would be to have the water tank level 
transmitted to the remote pump station where, the 
pump controllers would be located. In this 
configuration, the system would continue to function 
even i f the commun i ca t i ons 1 i nk to the cen tra 1 
control station malfunctions. The central control 
station in this configuration would receive over a 
single telephone line the status of pumps, pump 
station flow, pressure and water tank liquid level. 
Analarm for power failure and communications line 
malfunctions would also be enunciated at the central 
control station. The pre-set pump controls could 
also be overridden using manual controls located at 
the central control station. 

The system would maintain pump station records on 24 
hour paper charts. Analysis of data from these 
charts is typically a time consuming and labor 
intensive process. 

Description Of ~ Micro Based System 
A Micro computer based system typically has a 
masterstation micro computer with a micro computer 
installed at each of the remote pump stations. The 
remotely located micro computers maintain in their 
memory the operational programs for the pump station. 
Therefore, if the communications link to the master 
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station should be interrupted, the system would 
continue to operate. The remote compu~er also has 
the capability to redial the master computer when the 
communications link is lost. The remote micro is 
enclosed in an industrial grade cabinet. Within the 
cabinet the remote micro typically has removable 
memory boards which allow for the future expansion of 
the system. 

The master station can be an off the shelf micro 
computer or a custom designed micro. In either case 
the master station has the following functions: 

-In emergency conditions to allow manual 
override of the pre-set operating plan. 

- Display visual and audio alarms. 

- Compile the data collected by the remote 
computers. 

- Analyze the data to determine if a pump is 
operating at its optimum flow and pressure: 

- Maintain preventative maintenance schedules 
for the water system. Also, analyze actual 
pump station flow and pressure to determine 
pumps with decreased performance that will 
require maintenance inspection. 

- Maintain an inventory of consumable chemieals 
and spare parts. 

- Produce daily, weekly, monthly and yearly 
reports summarizing the data collected by the 
remote computers. Analytical results can be 
provided in both graphical and tabular form. 

cost estimates provided by vendors 
reveals that they have nearly equal 

This can be attributed to the 

Cost Comparisons 
A comparison of 
for both systems 
capital costs. 
following factors: 

The sharp decrease in cost of micro computer 
power which has occurred over the last few 
years. 

- The development by each manufacturer of a 
control software which can be inexpensively 
customized to each application. 
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- The high cost of manufacturing precision 
mechanical equipment. 

Since the micro computer based systems can perform 
all the functions of the mechanical systems plus 
provide system analysis and record keeping at the 
same cost as a mechanical system, the micro computer 
based system is the most cost effective. 

RECOMMENDATIONS FOR CONTROL SYSTEM SPECIFICATION 
DOCUMENT 

8oth mechanical and micro based control systems are 
complex unions of electrical and mechanical 
components. Both systems rely on relays to open and 
close contacts which start and stop pumps. The micro 
based systems rely on the proper operation of 
computer chips and software for dependable operation. 
With mechanical systems delicate mechanical equipment 
must function properly for the system to operate 
correctly. In either case, initial system debugging 
will be necessary to achieve a properly Operating 
system. 

The specification document should be geared toward 
describing the performance which will be expected of 
the equipment with payment made upon achievement of 
that performance. In summary, a specification 
document for a control system should include the 
following components: 

- Exact identification of what the systemwill 
be expected to monitor and control. 

- Identification of the records the system will 
produce. 

- A payment schedule linked to performance 
milestones in the installation and debugging 
of the equipment. 

- Identification of the long term maintenance 
which the vendor will supply. Included in 
this item should be the maximum response time 
once a problern is identified, the 
responsibility of the Owner to service the 
equipment, the maximum nurober of emergency 
service calls which the vendor will supply 
(this should be unlimited), the routine 
maintenance which is included in the service 
contract. 



www.manaraa.com

12-71 

In addi tion, if the document is for a micro computer 
based system it should include: 

- Detailed description of the information to be 
included in the daily, weekly, monthly and 
year ly reports. 

- Sampie drawings of the screen displays which 
the control software will be capable of 
producing. 

The micro computer spec should also identify how the 
master station functions. System complexity must b~ 
appropriate for the caliber of the operating staff. 
Therefore, incl uded in the master station operating 
features should be: 

- A password system which prevents unskilled 
operators from modifying ei ther accidentally 
or intentiona lly operating software. The 
entry level control system should only allow 
the operator to turn on or off pumps. All 
other functions of the system should be 
password protected. 

Finally, the document must include a description of 
system training which the vendor will provide. All 
personnel should be instructed in how to use the 
system to turn pumps on and off, what each of the 
alarms indicate and who to contact in case of a 
problem. Several operators should be selected for 
detailed instruction in what the software is 
controlling and how system controls can be modified. 
The vendor must also be required to provide ongoing 
response to system questions as they arise. This 
will probably take the form of periodic visits, 
answers to telephone calls, and responses to written 
questions. 

SUMMARY 

Micro computers can be cost effectively used by water 
systems for both analytical and control functions. 
These machines can now utilize software written for 
powerful mainframe computers to perform extended 
period analyses of complex water systems~ From these 
analyses; engineers can develop op~rating plans for a 
variety of water demand Scenarios. System operating 
plans can then be implemented utilizing micro 
computers wi th specia lly designed control software~ 
In addition to actually controlling the system, micro 
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computers can perform ongoing ana1yses and record 
keeping functions which mechanica1 based systems 
cannot perform. This is tru1y significant when it is 
considered that micro computer based contro1 systems 
are approximate1y equa1 in cost to mechanica1 based 
systems: Regard1ess of the contro1 system se1ected, 
initia1 prob1ems can be expected. These prob1ems 
shou1d be rectified during the debugging period. 
But, incorporating system performance to the 
equipment payment schedu1e wi 11 assure the vendor's 
interest in turning over a comp1ete1y debugged 
Operating system. 
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UNSTEADY FLOW COMPUTATION FOR PLANNING FLOOD 
CONTROL PROJECTS 

S. Bogmir and L. Somly6dy 
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(VITUKI), H-1453 Budapest, P. 0. Box 27., Hungary 

1. INTRODUCTION 

One of the most important information for planning flood 
control projects is the design flood level which is generally 
determined either on the basis of observations or by calcula
ting the steady water surface profile. The flood levels are, 
however, rarely associated with steady flow since at the time 
of flood peak the water level is also affected by the variation 
of discharge. When flood control measures - like the design 
of flood dikes, diversions, reservoirs etc. - are under con
sideration their effect on flood level should be predicted , 
otherwise proper sizes je. g. elevation of dyke crests/ can 
not be determined with satisfactory accuracy. The effect of 
alluvial rivers may also affect the design flood levels, and 
the prediction of these changes is a very important part of 
the design procedure. 

Unsteady flow computations are, therefore, necessary to 
derive design flood level and changes in flood levels. There 
are a number of methods to solve the one-dimensional unste
ady flow equations /Mahmood and Yevjevich 1975, Kozak 1977 
etc. /. Thus, their application was, hindered especially for 
small- scale projects. 

By the introduction of microcomputers the application of 
the unsteady flow calculation becomes more economical, but 
software changes are necessary due to limited RAM capacity 
of microcomputers. 

In the present case a "small" HP- 85 microcomputer of 
32 kByte RAM was available, thus necessitating to employ an 
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effective solution procedure of the Saint- Venant equations. 

The requirements of the calculation were as follows: 

- the irregularity of the natural channel had to be taken into 
account, 

- the boundary conditions of the model had to be consistent 
with the available geometric and hydrological data, 

- the procedure had to lead to an acceptable execution time 
on the microcomputer employed. 

Instead of the traditional method for solving the system of 
linear equations, resulted in from the use of the implicit fini
te difference method, the computationally effective "double -
sweep" method was applied. Data required for the computations 
were stored on mini discs. The computer program was written 
in BASIC language in an interactive fashion. The results of cal
culations were plotted on the graphic display and external prin
ter. 

2. BASIC EQUATIONS OF 1D UNSTEADY FLOW 

The flow in rivers is assumed to be one-dimensional and 
the dependent variables are the streamflow rate Q, and the lo
cal water level jor depth/ Z. The flood plain is assumed to 
contribute only to storage. 

Thus the well known continuity and momentum equations 
are 

1 d V 
X 

g~ 

d Q ----;;> z 
-- +B q C>x Glt 

1 d (v )2 
X 

+ -----2g d X 

d z 
+ -"G>x + s = 0 

f 

(1) 

(2) 

where B is the width of the entire channel / including flood plain/ 
v the average velocity of the stream in the main channel, Sf 
ii the friction term. 

After differentiating the momentum equation (2 ), one can 
write 
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1 "d Q Q v Q :<:>Z Q2 ~F 
-+c- 2-- +_+_3 ---13 

g F C> t g F U x Clx g F C> x 
s s s 

where F is the cross- sectional area of the main channel. 
s 

The interaction between the riverbed and the inundated 
valley is one of the most important factors affecting flood pro
pagation. It was taken into account in the above equation with 
coefficient a, I a= BIB and c=1 + a 1. which characterizes the 
relation of differentswidths I B is the width of the main chan-
nel I· s 

3. FINITE DIFFERENCE SCHEME 

After linearizing the resistance term in Eq. (3), a four -
point implicit procedure I Preissmann (SOGREAH) implicit 
scheme I was employed [3]. This scheme is unconditionally 
stable, when the weighting coefficient fulfils the relation8~ 0. 5 
and its accuracy is satisfactory for the present type of problem. 

4. SOLUTION OF THE LINEAR ALGEBRAIC EQUATIONS 

The finite- difference form of the Saint-Venant equations 
can be written for any pair of computational points. If there 
are N grid points along the longitudinal axis x, one can wri
te 2 (N -1) + 2 = 2N algebraic equations for 2N unknowns . This 
system can be solved and unknown variables at the next time 
level I t +/1 t I can be obtained. 

For the solution of the system of algebraic equations, the 
11 double-sweep 11 method [ 3] was employed. 

Consider the system of Eqs. (1) and (3) which may be trans
scribed to 

B1. u. +B2. V. +B3. u. 1 +B4. V, 1 
1 1 1 1 1 1+ 1 1+ = BSi' 

- j+1 j where u. - Q. - Q. 
1 1 1 

'+1 . 
and v. = Z. - z~ . 

1 1 1 

Assurne that there is a linear relationship of the type 

(4) 
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u. = E. V. + F. 
l l l l 

for a point i. If this approximation is valid, then one can prove 
that the analogous linear relationship also holds for the next 
point i + 1 

ui+1 = Ei+l vi+1 + Fi (6) 

As a demonstration, Eq. ( 5 ) is substituted into Eq. ( 4 ) to 
yield 

A 1 .u. 1 +A 2 .v. 1 =A 1.u.-A2 .v.+A5 . 
l l+ l 1+ 1 l l l 1 

and ( 7 ) 

B 3 . u. l +B4 . v. l =- B 1 . u.- B 2 .v.+B5 . 
1 l+ l 1+ 1 1 1 1 1 

From the first Eq. ( 7 ) one can find the relation between u. 
and the increments of dependent variables u. 1and v. 1 

1 
It 1+ 

V. =(Al. u. 1 ll d-t{A2. V. 1) I d., ( A5.+A1.E.)Id ( 8) 
1 l l+ l l+ l 1 1 

where d = A 1 . E. - A 2 .. 
Th . t" l l b l . 1s equa wn can e wntten as 

v. = L. u. 1 + M.v. 1 - N. 
l 1 l+ l 1+ l 

( 9 ) 

Eleminating u. from the second Eq. of ( 7 ), and then expres -
sing u. 1 as a 1function of v. 1, we obtain that 

1+ 1+ 

u =v 
i+l i+l 

-B . - M I e 41 1 

B 3 . +L. I e 
1 l 

where e = B 1 . E. + B 2 .. l l l 

B.- B 1 . F. +N. I e 
51 l l 1 

+ -------------------- ( 10 ) 

B3. + L. I 1 1 e 

This is obviously a linear relationship of the form indicated 
by Eq. ( 5 ). 

This way.an explicit type, two- step procedure can be reali -
zed for solving the system of linear equations. The major advan
tage of the algorithm that the number of elementary operations, 
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and consequently the computer time, and the RAM capacity 
required ~s proportional to the number of grid points N rather 
than to N which is the case when using standart matrix inver
sion techniques. 

5. EXTERIOR AND INTERIOR BOUNDARY CONDITIONS 

They can be given in the form of Z = Z ( t), Q = Q ( t ) or 
Q = Q ( Z ), for any of the two boundaries. The calculation pro
cedure of coefficients E 1 and F 1 at the upper boundary and 
the water stage Z or tfle discliarge QN increment at the 
lower boundary of the modelled river reach is given in [ 3]. 

Reservoirs, inflows, tributaries etc. belonging to this ca
tegory can be easily handledas shown is [ 3]. 

6. INITIAL BOUNDARY CONDITIONS 

Z ( o, x ) and Q ( 0, x ) are derived from a soubrutine com
puting gradually varying steady- state flow. 

7. APPLICA TION OF THE MA THEMA TICAL MODEL TO 
PRACTICAL PROBLEMS 

A valuable agricultural area of about 12 km 2 in the triang
le of Zagyva River ( Hungary ), and its tributary has been sa
ved from medium floods by the transfer of the mouth of the tri
butary. Additionally, a flood protecting dyke along the lower 
stretch of the tributary and another dyke I with total length of 
12 km I along the Zagyva River were constructed I Fig. 1. I. 

Hydraulic calculations were perfo.rmed to study and answer 
the following questions 

- what is the possible effect of the dyke system I built in 1967, 
Fig. 1. b I and the transfer of the mouth of tributary I Fig l. cl 
on flood level, 

- what further rise in design flood level can be expected due 
to to the exclusion of a part of the flood plain I which is then 
utilized for agricultural purposesl, 

- how to determine the 11 optimum 11 crest level of the new dyke 
system I Fig. 1. dl , letting the extreme floods to surpass it 
and inundate the previously protected area I this way, an 
emergency reservoir could be created I. 
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In order to analyze the above problem, a data base has been 
established using the past and altered geometry of the affected 
river reaches and flood plains, the vegetation conditions and 
the observed flood levels. The upstream boundary condition con
tained the input discharges time series, while the downstream 
boundary condition consisted water level time series of past 
flood waves I the above conditions have been selected, since the 
main problern was to determine the flood level changes at the 
upstream boundary I. 

The mathematical model was first calibrated for various 
past period~ by using the time series of the recording gauge 
11 B 11 I Fig. 1. I, situated between the upstream and downstre
am boundaries of the investigated river reach. The objective 
of calibration was to find the Manning roughness coefficients 
resulting in the the best fitting between model simulation and 
measurements. These coefficients could not be directly cal -
culated, because no steady water level observations were 
conducted in the field. 

Following calibration, the model was validated by using 
independent Observations as compared to the callibration pha
se. For design purposes a 11 critical 11 flood wave I actually 
monitared I characterizing the present situation was selected. 
This 11 scenario 11 was employed for both, the original11 natu
ral 11 and the existing conditions. Comparison of the results 
I Fig. 2. I gives an impression on the effect of human in
tervention of flood levels. 

Subsequently the effect of enlarging the protected flood
plain area and higher dyke crest level was analyzed. Finally, 
the degree of gauge-height decrease was determined for the 
case when the flood -plain is used as an emergency reservoir 
I Fig. 2. I. 

8. RESULTS OF CALCULATIONS 

Simulation results applying the validated model agree 
fairly well with the observed hydrographs I where L\t= 4 h 
was employed I. Model results for various situations clear
ly demonstrate the influence of regulation on the flood level 
I Fig. 2. I. 

- thli! effect of the tributary transfer and the flood dyke on 
flood levels I at the gauge 11 B 11 I is about 45 - 60 cm 
I increase I, 
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- the higher crest level and construction of protected flood
plain can further rise the flood level by 15-20 cm, but 
this increase can be entirely eliminated by using the protec
ted flood-plain, as an emergency reservoir. 

9. CONCLUSION 

Based on improved numerical methods , a program was 
developed for microcomputers to calculate the unsteady river 
flow. The application of this software allows to determine 
design flood levels for different water projects and to eva
luate alternative projects for a given purpose. 

The software outlined here and others similar in charac
ter are expected to have a growing interest in hydrological 
practice in the future. The major reasons are the extremely 
fast propagation of microcomputers outside the scienfitic 
world, the friendly nature of such machines and economic 
effiency. 
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I. INTRODUCTION 

The management of a complex water resources 
system (WRS) in real time in Yugoslavia resulted in 
the development and improvement of the mathematical 
models and numeric procedures presented in this paper. 

The WRS that has here been considered is locat
ed in the north eastern part of Yugoslavia in the 
Panonic lowlands. lt is characterized by a very com
plex hydrography as a !arge number of artificial 
canals intersect with many natural watercourses and 
now together form a new hydrographic unity. This 
system is managed by using weirs located at the most 
important inflow and outflow profiles. The weirs 
maintain the required water Ievels while the dis
charges can be directed towards the desired outflow 
profiles, depending on the hydrologic situation in the 
recipients. The system is a multi-purpose one but is 
mainly used for flood protection, drainage, irrigation 
and water supply purposes as weil as for enabl ing 
navigation. The most del icate task of all is flood 
protection. This is so since the system is located 
in a lowlying area while the natural watercourses that 
are part of it flow in from the surrounding mountains 
and are of a typically torrential type with big flood 
waves of a short time concentration. This is why the 
management of water resources during the occurrence of 
flood waters actually consists of deter111ining the op
timum Operation of weirs, in order to enable the most 
efficient discharge of the flood waters towards the 
outflow profilesthat connect the system with the 
rivers Danube and Tisza, these being the main reclpients 
of the system. 
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ln order to efficiently manage a WRS in real 
time, a mathematical model of an unsteady flow was 
developed and the following were the main problems 
encountered in this case: 

- the existence of a large number of junctions 
along the major canals and tributaries; 

- in order to be able to manage the system in 
real time, both the operation of the model and the 
use of the numeric procedure should be easy, since 
it is only through very quick computations possible 
to, on time, determine the optimal strategy for the 
management of weirs; 

- a simulation model should besuchthat it can 
easily be transformed into an optimization model by 
introducing an appropriate management and I imitation 
criterion. 

2. GENERAL STATEMENT OF THE MODEL 

ln order to solve the problern of wave routing 
or in other words solve the system of two partial 

t 
~ 

j + 1 I 
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differential equations, the implicit computational 
scheme of the finite difference method of the Preiss
man type was used. The most general type of scheme 
was used with the weighting coefficients e and y 
given as a function of time (t) and space (x) [1]. 

The system of two partial differential St. 
Venant•s equations (the continuity equation and 
dynamic equation) has been presented in matrixform 
as: 

oQ I ox 

oQ 1 at 
( 1 ) 

ozlox 

'Ozlot 

) 

where: 

z- water Ievel, Q- water discharge, B- width 
of cross section, A - cross-sectional flow area, q -
continuous lateral inflow per unit length, R- hydra
ulic radius, n- Manning·s coefficient, g- accelerat
ion due to gravity. 

These two partial differential equations can also 
be written in a simpler form as: 

the 

6(Q.,CQ1)+ ß(l,Ct.1) =0 

~ (Q~CQ2 ) + ß(l 1 Cl2.) =O 
(2) 

where Ais the differential operator given in 

form of6(f c) =C1· *-+ Cz. ~f + c?> J + c4-
c = { c.) c'l., c~ , C4} (3) 
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where 

CQ1= [ 1 1 0, 0 0 } 
cz1 = { 01 ß,O, 9, J (4) 
CQ_2 == { 2.o/~, 1/A ,W, 0 j 
Cl. 2 = { 9 I 0 I 0 I 0 J 

The already mentioned Preissman 4-point scheme 
with a discretization of the shape 

1 ~ 'f [e·f~:: +(H~). y,:. }+(1- r)[e·r~ (1-e)·S: 1 
ßL:::_§)__(_d+'ll- ~~+1) + ~ (t.~ - ~~) 
C))<. !:.Y.. J.<..+t~ 'J-1. AY- J..,-+~ J-1. (7) 

was used in the course of the further develop
ment of the operator b (f,C) which in its discretized 
form becomes: 

~(f,c)= D1-·s1+~+ D~-r1' S!:: + Et (6) 

c~=1, ... ,n-) 

The expressions for Di• Di+l and Ei are quite 
complex and will not be presented here because of the 
I imited amount of space. 

By using expression (6) for the operator !:. (f,C), 
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the system of equations (2) can be written in a de
veloped form as an algebrate system consisting of 
(2n- 2) equations with (2n) unknowns. Two of the 
functions are determined based on the boundary con
ditions while the values of the remaining unknowns 
and of the coefficients in all the points of the 
Initial time moment are determined based on the 
Initial conditions. The steady state is considered 
to be the initi&l condition. 

The algebrate system of equations has the follow-
ing form: 

A · X=o<:_ 

where: 

A- two-dimensional matrix of the non-1 inear 
coefficients 

(7) 

X- one-dimensional matrix of the unknown values 
Q and z 

oC- one-dimensional matrix of the free terms. 

Special attention has been paid to the solving 
of this system of algebrate equations and more detail
ed Information on this has been given in part 4 of 
this paper. 

3. THE PROBLEM OF TRIBUTARIES AND IRRIGATION INFLOWS 

As has already been said, the configuration of the 
WRS that has been considered is very complex. The water
courses within the system, Intersected at many locations, 
are often times torrential streams with a marked tor
rential regime at the time of the occurrence of flood 
waves. Besides this, there are many inflow and water 
intakes within the Irrigationsystem (the so-called 
internal waters). Since the internal flood waters usually 
coincide with the external flood waters from tributaries, 
the complex flow pattern within the WRS is then even 
more del icate. 

The adopted scheme (Fig. 2) for solving this 
problern is similar to the one for the interior boun
dary conditions given in Ref. [4J. 
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(8) 

The values of Q~~~ have been defined by the 
following equations: Q r(t) :> 0 for the case of 
tributaries and drainagepand Qpr(t)<:O for the case of 
irrigation. These last two cases have been defined by 
the operation of pumping stations. When the inflow is 
due to gravity, drainage is then considered as a 
tributary. 

A suggestion as to how this problern should be 
solved has been given in this paper and is based on 
the expansion of the system of equations (7) for each 
of the mentioned locations where the changes in the 
discharges occur for Qpr(t). 

ln this way, the system of equations (7) given 
in matrixform is: 
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This inclusion of two fours of coefficients (-
1,0,1,0) and (0,-1,0,1) into matrix A, as well as the 
introduction of an appropriate pair of values (Qpr•O) 
into the matrix o(of the system of equations (7) is, 
as has already been said, done at as many locations 
within the system as there are changes in the dis
charges Qpr(t). 

This results in the increase of the system of 
equations which in turn makes the numerical aspects 
of this work especially important. 

4. NUMERICAL ASPECTS 

The algebraic system of equations (7) is non-
1 inear and the firstproblern that was encountered 
therefore consisted of determining how it should be 
solved. The method consisting of the 1 inearization of 
the non-1 inear coefficients in matrix A is well known 
in 1 iterature [1] and [4]. The authors of this paper 
chose the iterative procedure using the known values 
from the previous time interval. 

By introducing fL+r and fi'+El to denote the un
known values and the values of the coefficients at the 
(i + ~ ) and {j + 6) points in the net , this paper 
suggests the implementation of a somewhat more general iz
ed form of the iterative procedure similar to Verwey·s 
variant of the Preissman scheme [2] in which'f•e= 1/2. 

For the known time interval {j), the coefficients 
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in the points of the net (i +Y) are computed: 

I. i ~ <o . r .1 -r c 1 - r ~ . r ~ 
J-~,+ .r ) J "-~'~ J J 'V 

For the time interval {j + l) and for iteration 
(k) it is assumed that: 

f(k.)i+"x P. J· ( (~-1a·-t~)+(~- ''·~· ( (~-AJi+) 
. ) 1,+1 l-~,+,., J 'f; 1, c -1.. 
1,+':f 

where zfk-l)j+l are the values obtained by solv
ing the system of equations (9) in the previous 
iteration (k-q. For_the first iteration (k~l) it was 
a s s um ed t hat r:.r+ ~ z f ( t" . I n 0 r der t 0 s 0 l V e t h e s y s t em 
of equations (~t. it 1s the values of the coefficients 
in the points of the time intervals {j + e) that are 
cons idered: 

By substituting (ll) and solving the system of 
equations (9) t~e following new approximate values 
zlk)j+l and Qfk)j+l are obtained for all the numerical 

I • ( • ) po1nts 1 . 

The procedure is continued until the given 
accuracy (Ö) is obtained: 

max 
where l < i < N and ~ is the predefined small number. 

Another problern that the authors encountered is 
the problern of solving ]arge systems of equations. 
Because of the iterative procedure used for determin
ing the non-1 inear coefficients, it was essential to 
determine a simple and easy direct procedure that 
could be used for solving the system of equations. 

The authors have in this paper used the Cholesky 
[3] scheme, well known and used for solving !arge 
sparse systems of equations when applying the finite 
element method. What was actually done was that only 
the basic idea ~f this scheme was taken. The complete 
algorithm is original and consists of compressing the 
matrices with the new indexing. The procedure is a 
very quick one and the Operations have been reduced 
to the smallest possible number. lnstead of the matrix 
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of the coeffici'ent having the following dimensions 
(2n-2) x (2n-2), the dimensions of the matrix of the 
coefficients used in the procedure are (2n-2) x 4. 
The top and bottom auxil iary triangular matrix in the 
Cholesky scheme, the dimensions of which are (2n-2) x 
(2n-2), have here also been compressed and newly in
dexed with the new dimensions (2n-2) x 3. The total 
number of elements in these 3 matrices is in this way 
significantly reduced and with (12.x (n-1) x (n-1)) 
elements it equals (20.x (n-1)) so that it is actually 
reduced (0.6 x (n-1)) times. lf the number of compu
tational points (i) is 101 for example, the number of 
elements in these three matrices is reduced 60 times. 
This saves the computer memory from memorizing large 
square matrices with a large number of zero-elements 
and it also el iminates the computations with these 
elements. 

The essence of 
this procedure can be 
seen on the scheme of 
the matrix of coef
ficient A of the 
system of equations 
(7) as weil as on the 
schemes of the aux-
il iary triangular 
matrices B and C. 

lnstead of 
matrix A, B and C are 
g i v e n a s ( ex a m p 1 e 
given of an 8 dimen
sional matrix): 

b" 
bz,b22 

b32b33 
0 

bQ.b" b" 
b5' bss 
b"b,sbfl 

0 b76b'17 
b,,b • .,b. 

a" a,z a" 
a2, a22 aa 0 

a32 a.u a" a35 

a.ua"a,, a,s 
as, assas,as., 
a" a65 a66 a,., 

o a71 a.,.,a.,. 
a.,a,.,a. 

1 c,2 C13 
1 c23 o 

1 C:uCJs 
1 c,s 

1 c56c51 
1 c,., 

o 1 c." 
1 
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After compres s i ng and newl y i nd ex i ng, the new 
matrices are obtained in the following form: 

a12 a13 aa 
,------7 13 

0 11 12 13 I 0 0 I b11 
I --' 

1 cu cn 
12 13 

0 a22 
21 

a23 
22 

a2' 
23 

I 

I 0 I b22 b23 
L_/ 21 22 J c22 0 23 

i1 
32 

a32 
33 

a33 
34 

a3' 
35 0 b32 

32 1 C32 
34 

C33 
35 

41 «42 a43 a44 a,2 43 44 45 1 C42 0 45 -·-- -----
a51 

54 
a52 

55 
asJ 

56 
a5' 

57 1 C52 C53 
56 57 

a61 
64 

a62 
65 

a63 
66 

a64 
67 1 c62 

67 0 

a71 
76 

a72 
77 

a 73 
71 0 1 C72 : 0 r 78 I 

11 12 13 aB& a., a .. 0 
,--_j I 

1 I I 
I 0 0 1 

L_ ----....J. 

where the bottom numbers represent the old 
indexes while the upper ones represent the new indexes. 

The solution of the system of equations (?) ob
tained in this way represents the direct solution 
(Xd) with a certain error ~ x. The use of the proposed 
algorithm would, it is assumed, give an exact solution 
(xt) that can in matrix form be given as: 

Xt = Xd+Ll.X 
ÄX is corrected by solving the system of 

equations: 

A. b.X = t::,.c(_ 

by applying the same direct procedure where: 

The uniform programme procedure makes it pos
sible to, in a simple manner, get the correct solution 
of the system of equations (7). This procedure for 
solving a system of equations has been separately 
tested and has given very good results. 
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The simulation models of this water resources 
system can be transformed into optimization models by 
introducing appropriate criteria for evaluating manage
ment decisions as weil as the I imitations of the con
ditions of management and of the system. ln accordance 
with the numerous objectives of this WRS, different 
criteria can be defined so that the task can be con
sidered as a multi-criteria (vector) optimization 
problem. Some of the possible criteria for management 
optimization can be defined as follows: 

a) The main objectives of management during 
actual flood protection can be defined as the need to 
minimizc water Ievels (Zi) at the central reaches of 
the WRS by implementing adequate measures, or as the 
need to reduce the costs of exploitation of the WRS 
(T) as weil as the possible flood damages (R). ln ac
cordance with this, the criteria can be defined as: 

An efficient numeric procedure makes it possible 
to, right away and for each management activity, 
determine the conditions in all the characteristic 
locations as weil as the discharges in all the reaches 
of the WRS. ln some hydrologic situations, by varying 
the management within a certain permissible range, the 
computer memorizes the matrices showing the management 
conditions, damages, costs, etc., and it is possible 
to, by reviewing them and in accordance with the de
fined criteria for evaluating management, determine 
the best form of management. 

b) At times of normal exploitation, when the 
management meets the interest of most of the water 
resources users, a certain amount of the profit of 
multi-purpose WRS (B), of the costs (T) and damages 
(R) correspond to each of the management actions so 
that the criterion for maximizing the net benefit can 
be given as: 

( 17) 

c) ln some incidental situations in a WRS, the 
criterion can be formulated in accordance with requests 
foraquick intervening action in order to minimize 
the possible damages or realize some other requests 
that are then a priority (the protection of a settle
ment, etc.). 
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Bearing in mind the numerous criteria, it is 
possible to check how sensitive to the changes in the 
criteria a solution is, or, it is also possible to 
apply the vector multi-criteria optimization proce-
d u re. 

* 
The simulation model of the considered WRS has 

been numerical ly completed and tested and is now be
ing introduced for actual use. 
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INTRODUCTION 

Reasonably good estimates of consumptive use, farm and 
irrigation water requirements are essential in planning, 
design and operation of irrigation adnd drainage systems, and 
for evaluation and management of hydrologic and water 
resources systems. The availability of climatic records for 
many planned irrigation areas, particularly in developing 
countries, is often a major problem. With the assigned 
climate data one then has to estimate the seemingly endless 
repetitive calculations of consumptive use for different types 
of crop, the farm and irrigation water requirements. 

This paper describes a computer model which estimates the 
irrigation water requirement. An example of an output print
out follows the description of the model and the flow chart. 

CONSUMPTIVE USE 

Consumptive use of water by a crop is defined as the depth of 
water consumed by evaporation and transpiration during crop 
growth, including water consumed by accompanying weed growth 
except deep percolation [5]. In this section parameters 
involved in the determination of consumptive use are 
introduced. 

REFERENCE EVAPOTRANSPIRATION (ETo) 
The reference evapotranspiration (ETo) is "the rate of 
evapotranspiration from an extensive surface of 8 to 15 cm 
tall, green grass cover of uniform height, actively growing, 
completely shading the ground and not short of water" [ 2]. 
Depending upon the climate data available ETo in this model 
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can be determined by the modified Penman method, the Radiation 
method, or the Blaney - Criddle method [ 1 , 3] • The climate 
data required to compute ETo are the mean daily data for 10-
day period. 

CROP FACTORS 
Crop factor is defined as the ratio between the consumptive 
use and ETo. Crop factors for many different types of crop 
are readily found in literatures and for each crop usually the 
crop factors of every 10% of growth period are given. 

The consumptive use for every 10-day period can now be 
estimated by multiplying ETo with the corresponding crop 
factor. 

FARM WATER REQUIREMENT 

The farm water requirement is not only function of the 
consumptive use but also of the cropping intensity, 
percolation, and, for some types of crop, nursery and puddling 
water requirements. 

CROPPING INTENSITY 
From the view point of labor resources and water requirements 
a farm field is divided into several divisions. Crops are 
planted at and harvested from different divisions at different 
time levels. Table 1 shows the cropping intensity of a crop 
with 70-day growth period in a field divided into 6 
divisions. In this example only half of the first division, 
or 1/12 of the entire field, is planted at the end of the 
first 10-day. At the end of the second 10-day the first 
division is completely planted whereas only half of the 
division is planted. At the end of the sixth 10-day planting 
on the entire field has been completed. Harvesting would 
naturally be started on the first half of the first division; 
next would be the second half of the division 1 and the first 
half of the division 2; etc. 

With the above described cropping scheme labor forces can 
be utilized more efficiently and, more important perhaps, the 
demand for water is gradually increased, rather than suddenly, 
to the peak demand. 

PERCOLATION 
For some soil types percolation loss can be quite severe and 
should be taken into consideration. The computer model can 
accomodate a constant percolation loss or the time- and space
variant percolation loss for every 10-day period. 

NURSEY AND PUDDLING WATER REQUIREMENTS 
Some crops such as paddy require nursery and puddling. The 
water requirement for nursery depends on the amount of water 
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required for nursery bed preparation, losses through 
percolation and evapotranspiration, and, of course, on the 
nursery intensity. Area assigned for nursery is usually 1/20 
of the entire farm area. The length of the nursery period is 
20 days. The nursery area is divided into the same number of 
divisions as that for cropping. Table 2 shows the nursery 
intensity with 6 divisions. 

Puddling water requirement is a function of the amount of 
water required to saturate the soil profile, the water losses 
through percolation and evapotranspiration, the amount of 
standing water after puddling, and on the puddling 
intensity. The length of puddling is 10 days. Table 3 shows 
the puddling intensity for a field with six divisions. 

The farm water requirement is then determined by summing 
the consumptive use, percolation loss, nursery and puddling 
water requirements. 

IRRIGATION WATER REQUIREMENT 

In determining the irrigation water requirement several 
factors such as effective rainfall, irrigation efficiency and 
other parameters discussed in earlier sections should be taken 
into consideration. 

EFFECTIVE RAINFALL 
Not all rainfall is effective and part may be lost by surface 
runoff, deep percolation or evaporation. Hence, effective 
rainfall is that part of rainfall which is effectively used by 
the crops to meet their consumptive need [2,4]. 

The effective rainfall is a function of several 
parameters such as (1) the characteristics of the rain; ( 2) 
the antecedent moisture contents; (3) crop type; (4) climatic 
conditions; (5) conditions of storage in the fields, etc. A 
guideline of how to estimate the effective rainfall is given 
in [2]. 

This irrigation water requirement model does not include 
the contribution from the groundwater table which, depending 
on its distance from the root zone, might further reduce the 
irrigation water requirement. 

IRRIGATION EFFICIENTY 
In each application of irrigation water from the headworks to 
the point where it is directly available to the crop losses of 
water incurred should be considered. This model incorporate 
the conveyance efficiency and the field application 
efficiency. 

The conveyance efficiency is defined as the ratio of 



www.manaraa.com

T
ab

le
 2

 
N

ur
se

ry
 I

n
te

n
si

ty
 i

n
 a

 
F

ar
m

 F
ie

ld
 w

it
h

 6
 D

iv
is

io
n

s 

NU
RS

ER
Y 

IN
TE

N
SI

TY
 

M
AR

CH
 

A
PR

IL
 

M
AY

 
JU

N
E 

IN
 

D
IV

IS
IO

N
 

NO
. 

E
 

M
 

L
 

E
 

M
 

L
 

E
 

M
 

L
 

E
 

M
 

L
 

1 
1 

1 
1 

12
 

6 
12

 

1 
1 

1 
2 

12
 

6 
12

 

1 
1 

1 
3 

12
 

6 
12

 

4 
1 

1 
1 

12
 

6 
12

 

5 
1 

1 
1 

12
 

6 
12

 

6 
1 

1 
1 

12
 

6 
12

 

TO
TA

L 
1 

3 
4 

4 
4 

4 
3 

1 
12

 
12

 
12

 
12

 
12

 
12

 
12

 
12

 

1 
1 

3 
4 

4 
4 

4 
3 

1 
TO

TA
L 

x 
20

 
24

0 
24

0 
24

0 
24

0 
24

0 
24

0 
24

0 
24

0 

NO
TE

 
T

o
ta

l 
n

u
rs

er
y

 a
re

a 
is

 
da

ys
 

1 20
 

o
f 

th
e 

to
ta

l 
fa

rm
 a

re
a;

 
n

u
rs

er
y

 p
er

io
d

 i
s
 

20
 

I I i 

.....
. 

w
 I N

 
--

.1
 



www.manaraa.com

13-28 

Table 3 Puddling Intensity in a Farm Field with 6 Divisions 

PUDDLING INTENSITY APRIL MAY JUNE 
IN 

DIVISION NO. E M L E M L E M L 

1 
1 1 
12 T2 

2 
1 

1 
12 T2 

3 
1 1 
12 T2 

4 1 1 
12 -

12 

5 
1 1 
T2 T2 

6 
1 1 - T2 12 

TOTAL 1 2 2 2 2 2 1 
T2 T2 T2 12 T2 T2 T2 

NOTE Puddling period is 10 days 
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water received at inlet to a block of fields to that released 
at the headworks. The field application efficiency is the 
ratio of water directly available to the crop and that 
received at the field inlet [2]. 

The irrigation water requirement, ND, is then estimated 
as follows: 

(CU + P - ER) x Cl + (NR - ER) x C2 + (PR - ER) x C3 
ND 

(Ec x Ea) 

where CU = consumptive use (mm) 
P = percolation (mm) 

ER = effective rainfall (mm) 
NR = nursery water requirement (mm) 
PR = puddling water requirement (mm) 
Cl ratio of nursery area to the farm area 
C2 ratio of puddling area to the farm area 
C3 cropping intensity 
Ec conveyance efficiency 
Ea field application efficiency 

FLOW CHART 

(1) 

Flow chart of the irrigation water requirement model is shown 
in Fig. 1 

EXAMPLE 

An example is given to elucidate the above mentioned 
computations. In this example the farm field is divided into 
six divisions; the crop type is paddy with 70-day growth 
period; percolation loss is assumed to be constant; the 
cropping coefficients at each 10% growth period are 1.00, 
1.01, 1.02, 1.05, 1.07, 1.18, 1.30, 1.38, 1.38, and 1.28; a 
value of 0.64 is assigned to the irrigation efficiency. 

Modified Penman method was used to calculate ETo. Table 
4 shows the step-by-step computation of farm water 
requirement. Table 5 shows the computation of the net 
irrigation water requirement. 

The computational time for this example was 0. 07 second 
on IBM 3081. 

REFUERCES 

1. Blaney, H.F. and W.D. Criddle (1962) Determining 
Consumptive Use and Irrigation Water Requirements. USDA
ARS Technical Bulletin 1275. 
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SOLID MODELLING A TEENAGED ART - WHEN WILL IT MATURE? 

M.J. Pratt 

Cranfield Institute of Technology. 

1. INTRODUCTION 

The history of solid modelling now spans some fifteen years. 
Although progress was initially rapid, more recently the pace 
of development seems to have slowed except in the area of 
graphical rendering, where advances have been driven by the 
increasing availability of sophisticated graphics hardware. 
In fact the last five years has been a time of consolidation, 
as may be seen by a study of two state-of-the-art seminars 
(Carter [1979], Faux [1983]) in which the capabili ties of a 
range of solid modelling systems were examined. In the 
interval between these events few major changes have occurred 
in solid modelling. There are certainly more systems in 
evidence, but most of them are based on techniques which 
have been known for some time. Systems are, in general, more 
robust. A wider range of engineering applications is 
available, but we have not yet come close to realising the 
ultimate potential, which was recognised by the earliest 
workers in this area, for the true integration of engineering 
design and manufacture based on the use of a solid model as 
the product definition. This paper will examine some of the 
problems which hamper the attainment of this ideal, and will 
outline some of the issues which have so far prevented the 
wholehearted industrial adoption of solid modelling techniques. 

2. GEOMETRIC COVERAGE 

From the point of view of geometric coverage, one of the 
simplest solid modellers is PADL-1, developed by Rochester 
University (Voelcker et al [1978]). This system models 
objects which can be represented in terms of reetangular 
blocks and circular cylinders; both types of primitive 
volume are restricted to having their axes aligned with the 
coordinate axes of the modelling space. In spite of these 
severe restrictions PADL-1 is capable of modelling about 40% 
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of the parts aanufactured by a range of aechanical engineering 
companies. Its later development PADL-2 (Brown [).982]) extends 
the range of primitive volumes to cover cones, spheres and 
toruses; it additionally allows unrestricted orientation of 
these primitives in space. Over 90% of parts in the same 
range of companies may now be modelled. As might be expected 
the remaining 10% of parts pose as many problems, if not more, 
than the initial 90%. These are parts which exhibit 'free
form• surfaces of various types from blends and fairings, which 
are relatively highly constrained, to surfaces where aesthetics 
are the primary consideration and geometric constraints are few. 
The modelling of objects requiring free-form geometry is 
currently a major development area. Two main classes of 
techniques are emerging, corresponding to the two major types 
of solid modelling systems. 

The constructive solid geometry (CSG) modellers are those 
in which the primary data structure is a tree whose 'leaves' 
are primitive volumes and whose nodes are set operations (or 
boolean operations). The modelled object is thought of as 
being defined in terms of volumes of material, some of which 
are unioned together and some subtracted to leave holes or 
voids (Requicha and Voelcker [1982], Pratt [1985]). Various 
groups of researchers have demonstrated that it is possible to 
define a free-form primitive in the context of this type of 
system as the volume swept out by the motion of some simple 
object along a space curve. One example is RAYMO (van Wijk 
[1984]), in which the motion of a sphere with varying radius 
sweeps out a volume. The PADL-2 system previously mentioned 
effectively uses volumes of this type to define fillets of the 
'rolling ball' type, in which the fillet surface is the 
envelope of the motion of a sphere rolling in contact with 
the two surfaces tobe filleted (Rossignac & Requicha [1984]). 
The Japanese TIPS system also now allows the use of primitive 
volumes defined by sweeping (Shiroma et al [1982]). Allthese 
are systems of the CSG type, and ft therefore appears that some 
consensus has been reached that the approach described is 
appropriate for these systems. The second major class of 
solid modelling systems is based on boundary representation, i.e. 
the explicit representation of the surface of the modelled 
object in terms of its individual faces, edges and vertices, 
together with 'topological' information concerning the inter
connections of all these elements (Requicha & Voelcker [1982], 
Pratt [1985]). For modellers ofthistype conventional surface 
modelling techniques which have been in use in the aircraft and 
other industries for nearly twenty years (Faux and Pratt [1979]) 
are proving suitable. Examples include BUILD, with double
quadratic surfaces (Jared and Varady [1984]), EUCLID, with 
Bezier surfaces (Brun ~984]) and GEOMOD, with rational B-spline 
surfaces (Tiller [1983]). It should be noted that several 
boundary representation systems with free-form surface capabil
ities represent such surfaces in terms of assernblies of plane 
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facets for visualisation purposes and for the calculation of 
surfacejsurface intersections. EUCLID and GEOMOD fall into 
this class, while BUILD always operates in terms of the exact 
surface representation. 

This section is only intended to give some indication of 
trends in free-form surface geometry for solid modellers; a 
fuller discussion of this important research area can be found 
in Varady and Pratt [1985], where the capabilities of a wider 
range of systems are outlined. One major associated problern 
is that of the development of robust, accurate and economical 
algorithms for the computation of curves of intersection 
between free-form surfaces. This is essential in a solid 
modelling context since object edges are often defined by such 
intersections. Various approaches to the intersection problern 
are surveyed in Pratt and Geisow [1985] . 

3. DATABASE ISSUES 

Most solid modelling systems are provided with their own 
specialised database which is specifically designed to support 
efficient interactive use of the system. Boundary representa
tion systems usually use a highly redundant network structure 
with nodes representing individual faces, edges and vertices 
while pointers represent their topological interconnections. 
There are conflicting requirements in the design of such a 
database. Firstly it is desirable to store a large amount of 
redundant data explicitly, despite the fact that much of it can 
be derived by computation from other information in the system. 
This allows efficient responses to various types of interroga
tions; speed is, of course, at a premium in an interactive 
system. However, if the degree of redundancy is too high a 
very large number of changes in the datastructure will result 
from even the simplest change to the model, so that although 
interrogations may be answered efficiently the response to 
modelling commands is poor. There is a considerable art in 
balancing these two aspects of database design. Experiments in 
using general-purpose databases for solid modelling have shown 
that they are not very suitable. 

CSG Modellers are based on a 
tree type, as already mentioned. 
storage for the model at a high 

primary data structure of the 
This provides compact 

conceptual level, but for most 
applications purposes low-level information is required such as 
occurs explicitly in a boundary representation data structure. 
This leads to the necessity for 'evaluation' of the CSG tree, 
and in many cases the setting up of a secondary data structure 
of the boundary representation type when required for any specific 
purpose. In this case, however, the network structure is 
evaluated from scratch and not built up incrementally as modell
ing proceeds. The secondary data structure therefore does not 
have to be optimised in the manner described in the last 
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paragraph; since it is largely ephemeral it can be fairly crude 
in nature. 

Most solid modellers are now fairly good at modelling 

individual parts, and many can also model assemblies of parts, 
in the sense of collections of objects positioned and oriented 
in space. However, for tolerancing purposes it is important 
to know which are the pairs of mating faces in an assembly, 
and this is an issue to which little attention has so far been 

given. What is required is the ability to set up logical 
relationships between mating faces of different components, and 

to attach associated information describing the nature of the 

fit between them. The German ~stem COMPAC has some capability 

in this respect (Dassler et al Ll982]), but the developers of 
most other systems have not yet fully addressed this problem. 

It has been suggested that the solid model may eventually 

completely replace the drawing as the primary definition of a 

product to be manufactured. This may well be so, but attempts 

to move in this direction have revealed further database 

problems. It will be necessary to relate other entities to 

the model itself, including for example views, sections, bills 
of materials, process plans, machine tool and tool data files. 
If the model is of an assembly, then the assembly model must 
clearly be related to the component part models. There is a 
major problem here in maintaining consistency in all this 
related data; means must be devised which will ensure that a 

change in any one of the associated data files is accompanied 

by consistent changes in all the related files. Aspects of 
this difficulty are discussed in Eastman (198~and Lee and Fu 

[1983]. 

4. LINKS TO AUTOMATED MANUFACTURE 

Most existing commercial solid modellers provide an interface 

to at least one system for the generation of data for numeri

cally controlled (NC) machine tools. The transfer of geome
tric data is usually in terms of parallel plane cross-sectional 

contours of the modelled object; the choice of sections is 
under the control of the user. Typically, the NC system 
accepts the contour information, calculates the appropriate 
offsets for the centre of the cutting tool and outputs data 
which will cause the machine tool to drive the cutter in 
contact with the part surface round the contour. This method 
is most suitable for parts which are 2!D in nature, though doubly 

curved or sculptured surfaces can also be rough machined using 
the same terracing strategy. 

The approach described involves some interaction on the 
part of the user and generally does not cause the part to be 

machined in an optimal way. Certain research teams have 
achieved a rather higher degree of automation by using a cellular 
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decomposition of some volume containing the part to be made, in 
which cells are classified as internal to the part, external to 
it or containing some area of its boundary (Carey & dePennington 
[1983] , TIPS Working Group [1978], Yamaguchi & Kunii [1984]). 
Again, the machining process generated is not likely to be 
optimal. 

Other approaches to the automatic generation of NC data 
from a solid model include CAPSY (Spuret al [1978]), AUTOMAC 
(Parkinson [1984]) and ROMAPT (Chan [1982]). In the first 
case the processes concerned are limited to turning and drill
ing, which are essentially 2D in nature. ROMAPT allows the 
user to select faces from a solid model, and then outputs the 
geometry of each chosen face as a line of source code in the 
NC programming language APT. When all the necessary geometry 
has been expressed in this way the user can add further 
statements to control the motion of the cutter with respect 
to the geometry already defined, the eventual outcome being 
that the desired shape is machined. 

By contrast with most of the approaches described, true 
manufacturing automation must take into account a very large 
number of diverse factors and must generate a process plan 
which is optimal in some well-defined sense. The relevant 
considerations include all of the following: 

machine tools (and cutting tools) available in a 
particular organisation, together with their 
capabilities as regards power, precision etc; 

J~gs, fixtures, clamps necessary to hold the part 
while it is being machined; 

feeds and speeds (linear and rotational velocities 
of the cutting tool) according to part material, 
desired finish etc; 

time (and hence cost) estimation for each machining 
process; 

number of parts to be made, since this has a bearing 
on what will be the most economical process. 

The information supplied by solid modellers is at the moment 
limited mainly to part geometry, and this in itself is not 
sufficient to determine the machining processes for machining 
the part. A part has a function; to enable it to achieve 
that function a designer imposes toleraitces on some of its 
dimensions and specifies surface finishes where appropriate. 
The manner in which individual features of a part are machined 
should depend upon this information. However, there is no 
commercial solid modeller today which can represent tolerance 
data in a way which is useful for process planning. How to do 
this is one of the major outstanding problems of solid modelling, 
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and until it is solved there can be little further worthwhile 
progress towards true integration of CAD and CAM. 

Apart from the tolerance problern there are other difficult
ies in using a solid modeller to represent part geometry for 
manufacture. The boundary representation systems seem to be 
best suited for this purpose, but they represent the shape of 
the part at a very low level, in terms of individual faces, edges 
and vertices. Process planning works in terms of higher level 
constructs, however; these are part features (or form 
features) such as holes, pockets, slots, grooves and bosses. 
Associated with any one such feature of a part is a small 
number of possible manufacturing options. The choice between 
these options requires the presence of tolerance data in 
particular, though size and surface finish also need to be 
considered. If tolerance information were available, then, 
a knowledge of the features of a part would go a considerable 
way towards determining the individual machining operations 
needed to make it. These operations would then have to be 
sequenced in some optimal manner in order to generate the 
overall plan. 

If process planning is to be based upon this approach 
then the solid modeller should have some means of representing 
features. Most (but not all) commercial systems lack this 
capability. The ROMULUS system (Shape Data Ltd. [1983]) allows 
the user to associate groups of faces as features and subsequent
ly manipulate them in various ways. The automatic recognition 
of various simple types of features has also been demonstrated 
(Parkinson [1983] , Staley et al [1983]) . However, i t is the 
present writer's opinion that the designer should be allowed 
from the outset to design in terms of features. If this is so, 
then every feature he defines in the model can be represented 
as a feature automatically on creation, and this information 
later used in the determination of the process plan. At 
present the designer's intent is largely lost because the mod
eller's data structure is at too low a level; it seems highly 
wasteful to use automatic recognition techniques to reconstruct 
his original intent at some later stage when it could easily 
have been captured at the outset. 

5. USER INTERFACES TO SOLID MODELLERS 

Most solid modellers are graphical interactive systems, and the 
design process with such a system involves a two-way interchange 
of information between the user and the computer. The system 
can help the user in various ways; for example, it can prompt 
him as to his possible choices of next action at any stage, and 
can answer queries of various kinds regarding the model he has 
constructed. The most important feedback from the system is 
visual, however. The designer is provided with a visual 
representation of what he is designing; he can furthermore 
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choose the nature of this representation in ~ost cases, and 
this is a feature of inestimable value. Wireframe represen
tations are quick to compute and are often useful. They can 
be enhanced for better 3D visualisation by such devices as 
local hidden line removal (a 'quick and dirty' approximation 
to full hidden line removal) or depth cueing (intensity 
modulation of lines as they recede from the viewer). On 
some refresh and raster terminals there is also the possibility 
of real-time rotation of wire-frame representations which, 
particularly when combined with true perspective projection, 
gives a very strong sense of 3D perception. Full hidden line 
removal is a computationally expensive process, but again 
greatly aids correct visualisation. Shaded surface graphics 
is becoming increasingly common in use, often on terminals 
with colour capability. The use of specialised hardware will 
in the next few years allow real-time rotation of shaded 
surface pictures with full hidden surface removal. 

Various devices may be made available to the user to 
enable him to communicate with the system. Some modellers are 
entirely keyboard-oriented, while others use light-pens, 
tablets with styluses and all the other devices conventionally 
associated with interactive CAD/CAM systems. Menu-based 
interfaces are popular, although some modellers are mainly 
command driven. 

In some respects the most interesting component of user 
interface design is the procedural aspect. This is concerned 
with the user's 'conceptual model' of what he is designing and 
the processes he is using to design it. For example, most 
early CSG modellers required the user to work entirely in 
terms of 3D volumetric elements which he created, scaled and 
positioned appropriately before invoking the boolean Operations 
of addition or subtraction. Such a mode of operation requires 
genuine 3D thinking, which does not come easily to many tradi
tionally trained draughtsmen accustomed to working in 2D. 
Furthermore, most systems (and this is also true of boundary 
representation modellers) do not provide good facilities for 
aiding the designer to position his volumetric elements 
precisely where he wants them with respect to each other. 
There is much scope for improvement in this respect. 

Most boundary representation systems (and, increasingly, 
CSG systems) provide the user with some facilities for initial 
design in 2D. Profiles can be created and then swept, linearly 
or rotationally, to define volumes which can then be combined 
using boolean o~erations. Some systems, for example BUILD 
(Anderson [1983j) go further, and allow the definition of 
profiles on plane faces of existing objects, which may then be 
swept inwards or outwards to give a depression or a projection 
respectively. This approach is not only po~rful but is also 
computationally economical since it does not require the use of 
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expensive boolean Operations. Such techniques should be more 
widely provided. The BUILD system mentioned earlier also 
exhibits several other user interface features which are power
ful yet economical. This includes a set of 'local' operations 
which affect only a limited part of the modeller data structure. 
Some of them do not even affect the topology of the object at 
all, but merely effect local modifications to its geometry. 
Such methods are not without disadvantage, however; it is the 
user's responsibility to ensure that the use of a local 
operation results in a meaningful object, since checks against 
undesired changes in object topology would be expensive to 
provide. 

One suggestion which is re-emerging after a period in 
limbo is the provision of a user interface design in terms of 
the form features mentioned in the last section. The advantage 
is that once the designer has specified a feature the existence 
of that feature is known to the system and the information can 
subsequently be used for process planning. This apparently 
avoids the need for automatic feature recognition. The chief 
problem is that design features do not always correspond with 
manufacturing features; where they do matters are Straight
forward, but where they do not the manufacturing features are 
usually in some sense complementary or inverse to the design 
features and some form of automatic recognition must be used to 
identify them. Another advantage of designing in terms of 
features is that it may be possible to create local datum frames 
automatically whenever features are called into existence. 
This will aid not only in the positioning of features in the 
model but also in the association of tolerance data with them. 
As already pointed out, such information is vital for process 
planning. 

6. OTHER SOLID MODELLING INTERFACE ISSUES 

There is widespread interest internationally at present in the 
problems of transmitting product data between dissimilar CAD/CAM 
systems. Communication of this type is necessary both within 
individual companies using more than one system for diffe~~ent 
purposes and in a contractorjsubcontractor situation where 
dissimilar systems are involved. The most highly developed 
medium for inter-system data transmission is currently IGES 
(ANS! [1982]). This is capable of transmitting data represent
ing wireframe and surface models in its present form. The 
organisation CAM-I has developed a neutral format called the 
Experimental Boundary File (XBF) based on IGES, for the 
transmission of solid modelling data (CAM-I [1981]). The 
requirements include the representation of topological as well 
as geometrical and other associated data. The IGES Advanced 
Geometry Subcommittee in the USA has also now defined a trans
mission format to cope with solid modelling data. This is the 
ExperimentalSolids Proposal (ESP), which is at present under
going practical tests to verify its viability before being 
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incorporated in Version 3 of IGES some time late in 1985. The 
design of the IGES ESP was heavily influenced by the earlier 
work of CAM-I already mentioned. Another U.S. proposal in this 
area is PDDI (Product Data Definition Interface), which is part 
of the output of a major program in Integrated Computer Aided 
Manufacture (ICAM) financed by the U.S. Air Force (U.S. Air 
Force [1984]). There arefurther proposals stemming from 
France and Germany which will influence efforts towards inter
national standardisation of means for product data transmission. 
Finally, the Commission of the EEC has recently agreed to fund 
a major investigation of the problem, covering the entire 
spectrum of systems from 2D draughting systems up to solid 
modellers, under their ESPRIT scheme. The work will be carried 
out by ten organisations in five countries, and will involve 
a substantial element of wide-area networking of the transmitted 
data. It is likely to be several years before all the interest
ed parties reach agreement on the best transmission format, so 
that international standardisation is likely to be a long drawn
out process. 

There is a growing realisation of the importance of yet 
another type of interface. This involves communication between 
a CAD system and an application program rather than between one 
CAD system and another. The advantage of a standard interface 
for application programs would be that a single application could 
be written which would interface equally well with any one of a 
range of CAD/CAM systems. The CAM-I organisation has been 
active in this area also, and has commisstoned the design of an 
Applications Interface Specification (AIS), which consists of 
specifications of a number of FORTRAN subroutines reflecting the 
creation and interrogation facilities to be expected of a typical 
solid modeller (CAM-I [1980]). If the AIS is implemented for a 
selection of modellers then a FORTRAN application program (for 
example a finite element mesh generator or an automatic process 
planning system) should be able to interface with any of them 
equally well, communicating by means of the standard set of 
subroutine calls. Both the AIS and the XBF mentioned earlier 
have been tested by the Lucas Group QPratt and Wilson 1984Q. 
Shape Data have just released a Kernel Interface for their 
ROMULUS modeller; this is based heavily on the AIS, and contains 
in its first version 101 subroutines (Shape Data [1984]). Other 
vendors of solid modelling systems have been approached by CAM-I 
and several are very enthusiastic about the AIS concept, which is 
likely to be refined during 1985 before testing of a number of 
implementations. It is intended eventually to seek international 
standardisation for an interface of this type. 

7. CONCLUSION 

Solid modelling is currently in a state of transition. It is 
not so long ago that the first such system emerged from the 
universities, and many current modellers are already quite 
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accomplished as regards pure geometric definition, Geometry 
is only part of the story, however. The purpose of this paper 
has been to point out that there are several other areas where 
much intensive research is needed before solid modellers can 
begin to play their destined key role in truly integrated 
design and manufacturing systems. 
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EUCLIDCM): A POWERFUL TOOL FOR IHTERACTIVE CAD AHD SPECIALIST 
SOFTWARE DEVELOPMEHT. 

K.R.Colman. 

European Organization for Huclaar Research, Genava. 

1. IHTRODUCTIOH 

Tha Euclid Computer Aided Design CCAD) system, supplied by Matra 
Organization 
Two of the 

it is a full 3D 

Datavision of Francs, was installad at tha European 
for Huclear Research CCERH) in September 1982. 
principal reasons for its selection wera that 
solid modelling package, and that it has a !arge potential for 
usar software devalopment. 

Tha 3D interactiva system has been responsible for a tangible 
increasa in the quality of drawings, but dua to tha rasponsa time 
of Euclid, an increase in production is more difficult to assess. 
Tha programming potential has been fully exploited, with real 
increases in qualitv and production baing exparienced. 

To take advantage of Euclid's potential, soma 28 existing members 
of the Installation and Mechanical engineering group of the Large 
Elactron Positron collidar division CLEP-IM), have been trained 
to usa the interactiva system. In addition, personnel with 
previous programming exparience have been trained in the 
principles of Euclid programming. 

2. THE LEP PROJECT 

Euclid's principal role at CERH is to assist in the design and 
installation of a Large Electron Positron Collider CLEP) [1]. 
The LEP machine is to be housed in an underground tunnel of 
circumference 27km, cross-sectional diameter 3.8 metras at an 
inclination of 1.4X. It will lie partially beneath the Jura 
mountains and traverse the Franco-Swiss frontiar four times. 

(M) EUCLID is a trada mark of Matra Datavision. 
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Large underground experimentation halls will house complex 
particle detectors that encompass the machine. LEP itself will 
consist of a circular vacuum chamber surrounded by accelerating 
cavities and magnets, all of which must be adequately supported, 
cooled and powered. 

Euclid therefore has to cope with the full range of civil, 
mechanical and electrical engineering. The examples in this 
paper, taken from the LEP project, reflect this requirement. 

3. HARDWARE 

CAD can not exist solely as software; the performance of any 
system is greatly influenced by the hardware on which it is 
designed to run. In this aspect Euclid is fairly flexible, it 
can be made to run under many configurations. 

Central computers 
The majority of installations are based on a 
Among the manufacturers supported are DEC, 
UNIVAC. The most popular being the DEC VAX. 

Work stations 

central computer. 
IBM, SEL, PRIME and 

Four basic types of terminal can be used. Virtually any make of 
graphics terminal with a storage or cathode ray tube can be used. 

The monochrome work station, based on a Tektronix 25inch GMA125 
storage tube, graphics pad and some local intelligence is the 
most widespread. However it is to be discontinued since 
Tektronix announced their decision to phase out their tube. 

The colour work station, based on a 19inch Lexidata raster screen 
is the colour alternative to the monochrome workstation. 

All the above work stations must be connected to a central 
computer. For small installations a stand-alone system will soon 
be available. Essentially the same as the colour station, the 
mono station also has a Micro VAX 2 and 50 megabytes of disk 
storage. 
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Plotters 
Almost any plotter can be used, both electrostatic and pen. If a 
particular model is not supported then Metra Datavision, as was 
the case with CERH, may be persuaded to relaase tha appropiata 
sourca codas for user development. 

CERH installation 
CERH, which at present has the largest single Euclid 
installation, is based on two VAX ll/785's connected in a VAX 
clustar, each with 8 megabytes of memory. 20 monochrome 
workstations end 4 Tektronix 4016 graphic terminals groupad in 
remote clusters provide interactive accass to the system. 
8 Hewlett Packerd pen and 4 Versetee electrostatic plotters 
provide the means of drawing output. In tha near future one of 
the 785's will be replaced by the new VAX 8600. 

4. SOFTWARE 

The Euclid system first cama into axistanca in the early 1970's 
in the form of a programmabla package. Sinca then it has 
undergone considerable development so as to introduce interactive 
use, comprehensive data bases, 2D for drawings end numerous 
useful extensions. The power of tha basic 3D package has also 
been augmented. 

Today, Euclid is a full 3D solid modalling system that can ba 
used not only for mechanics, but also supports alectrical 
schematic dasign, kinematics end numerical control. It is 
however the 3D mechanics that hava provan to be the most useful 
featura in constructing LEP. 

Full 3D allows tha creation of accurata projections of an objact 
from any view point, not just tha three principal viaws of a 
classical drawing. All Euclid designs at CERH therefore contain 
a fourth 3D view which gives an overall idea of tha shapa of tha 
object. This has proved very useful for people, who while being 
experts in their own field do not possess the skill to read a 2D 
drawing. 

Full 3D also aids in tha design of objects, as the user can not 
use the system as an electronic drawing board. He is forced to 
think in terms of the 3D object. To enforce this, a range of 
creation end manipulation tools ara available. At the top end 
are functions to fuse objects together or find their common 
voluma. Use of these tools allows the usar to create 
successively more complex 3D objects until ha arrives at tha 
dasired result. He can then pass into 2D moda and add textual 
information to make his plan. 
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Figura 1. 3D solids. A vacuum chamber, accelerating cavity, 
defocusing sextupole magnet, dipole wigglar magnat, 
and beam position monitor. 
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Figura 2. Large assemblies of 3D solids. 
Part of the LEP tunnel. 



www.manaraa.com

14-20 

Cll 

~ ...., 
i 

LH 
J'-. 

t 
:r 

.,.. 

I 

Cll 

CD 
CD ' , CD 
CD.3 
~;::: 
Bt:l w Ul 

Figure 3. 3D enhancement of a 20 drawing. 
A prefabricated access shaft. 
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Figura 4. Pure 2D. An alectrical schama. 
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5. IHTERACTIVE EUCLID 

Vjsualjsation 
Ten standard view types are available. The six standerd 2D 
views, front, back, top, bottom left and right, plus four 3D 
views, axonometric (parallel lines remain parallel with 
distance), perspective (parallel lines converge with distance), 
panoramic (perspective with cylindrical lens) and fish-eye 
(perspective with spherical lens). 

Figura 5. Axonometrie and perspective views of the LEP tunnal. 

All 3D views are calculated using the concept of an eye position 
and focal point which define the line of sight. It is therefore 
possibla to modify the line of sight and Iook at an object from 
various positions. 

Figura 6. Line of sight changa. 
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Manurn 
As 3D objacts ara raprasantad as solids, and not as surfacas or 
wira modals, a full range of maasuring utilitias ara availabla. 
Ona is tharafora abla to obtain tha voluma, mass, surfaca araa, 
parimatar, centra of gravity and momants of inartia of objacts. 
It is also possibla to check if two objects physically touch or 
intarsact. 

Two djmensjonal work 
Substantial possibilitias to transform a 3D object into a form 
prasentabla on a 2D plan also exist. This procass consists 
assantially of adding dimension lines, taxtual comments, hatching 
and axas. One is able to work diractly with tha 3D objact, so 
dimansion lines will automatically record tha correct distanca. 
Tha following example shows such a drawing of a flange, for LEP. 

·~ ... 

r-.!!. 

--... ; 

ti1 0»·6111 

"t:,!!:r .. • ... .. -. ....,.... CD ... ... ,_r . - .. 0 
' -.. .. 
" .. .. 
" .. .. . 

~ 
. . .. . . .. .. .. .. .. .. ' . . ... 

Figura 7. Dimansioning. A flanga fabrication drawing. 



www.manaraa.com

14-24 

6. EUCLID PROGRAMMING 

Ona of tha most powerful features of Euclid is tha axistanca of 
an easy to use programming interface to its interior structura. 
Exparienca at CERN has shown that previously untrainad 
draughtsmen can be creating Euclid extensions within a week, and 
thosa with prior programming experience can teach themselvas from 
the manuals. 

Becausa of its aarly origin, befora tha advent of many of today's 
modern programming languages, and for reasons of 
transportability, Euclid is written almost exclusively in 
Fortran IV. All user extensions therefore are ganerally also 
written in Fortran, but other languages may ba used in certain 
circumstances. 

Euclid extensions fall into two categories, being aither 
additional tools for the interactive user (applications), or 
completely separate programs (batch). 

Appljcations 
LEP applications are classified under a number of haadings. 

Creation applications hava allowed tha user to creata standard 
parts by providing their principal parameters. A hexagonal haad 
bolt is defined by simply giving its diameter. Mora complicated 
examples allow the creation of !arge vacuum chambers and the 
assembly of existing elements. 

Figura 8. An assembly of LEP baam lina elements. 
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Tool applications allow the user to perform specific Oparations 
on objects already created. This ranges from the automatic 
drilling of holes to the transportation of large magnets along an 
overhead monorail to test if they will hit any fixed objects. 

Figura 9. Passage of a dipole pair in the LEP tunnel . 

I 
I 
I 
I 
I 
I 
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I 
I 
I 
I 
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Measuring applications allow the extraction of specific 
statistics about an object. One example decodes the physical 
construction of a vacuum chamber, which allows a calculation to 
be made of the thickness of solid material an atomic particle has 
to t r averse to reach a detector . Another allows multiple cross 
sections to be made, and the centre of gravity and moments of 
inertia to be extracted from the rasultant surfaces. These 
applications consist of two parts, the data extraction and 
analysis. The analysis step is normally performed outside the 
CAD framework by non-Euclid software. This type of application 
therefore providas a method of connection between Euclid and 
other specialist software. 
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Figura 10. Multiple 5ection mea5uring. 

h.i!<..b 
A batch program differ5 from an application in that it i5 not 
acce5sible from an interactive Euclid 5es5ion. It performs a 
pre-dafined repetitive task based upon user supplied data. 

LEP, which contain5 more than 1,000 component type5, with 
approximately 50,000 occurences of thesa component5, i5 of 5Uch 
complexity that it is only feasible to define it5 structure by 
U5ing computers. The dynamic nature of LEP also means that 
whenever an update is made, a complete new set of 24 layout 
drawing5 must be produced. This ta5k can take up to 50 man 
hour5, even with CAD. 

During the day, Euclid is very heavily loaded with "normal" 
interactive work, and the task of creating layout drawings would 
bring t.he sy5tem to an complete halt. Such a situation is to be 
avoided, not only because of its economic insanity, but also a5 
it has a very negative effect on users. Therefore, a specially 
developed batch program now allows this task tobe performed 
overnight. It also eliminates all user errors that are 
inevitable in such a mammoth operation. 

Thi5 batch program has a number of other advantages. It 
liberate5 work stations for interactive use, it reduce5 the day 
time load on the central computers, and by performing its ta5k 
during off-peak hours, it allows resource5 to be used mora 
economi cally. 
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Othar batch programs ara used to perform pra-dafined oparations 
on individual elements. In some drawings of small regions of 
LEP, only the relative positions of elements are of interast. 
Howavar the varing length of elemants, ranging from 12 metras 
down to a few cantimetras prohibit a usaful drawing being mada. 
Tha long alemants must be drawn using a shortened representation. 
A simple program performs this task, and ensures that the results 
conform to ISO standards. 

t j 

Figura 12. Shortenad reprasentation of a magnetic dipola pair . 

Mora spacialisad programs can be used in a managemant context. 
LEP machina elements that are considared to be in a final stata 
ara stored in special databases known as standards. A batch 
program is used to take a copy of the original object from a user 
"working" data base and transfer it to various standards. At tha 
sama time it will translate the object to a pra-definad 
position/orientation, optimise it (in terms of its data basa 
siza), and produce a document describing it. The program must 
also create two copies of the object, one in metras for the civil 
engineers and one in millimetras for the mechanical engineers. 
Such a task could take an hour interactively, but is dona 
overnight using batch. 

Tha program supplied by Matra Datevision to plot drawings is 
assentially a batch program. Because of th i s, LEP was able to 
modify it for use with its Hewlett-Packard plotters and produca a 
thrae fold improvement in plot time. Special pre-printed papar 
can also be used; in this case the plotter will draw the titla 
block information directly into the appropiate box, which savas 
time and increases quality. 
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Bug re:solutjon 
Like any advanced product in the field of information technology, 
Euclid contains a number of bugs. In general it is possible to 
avoid or work around known bugs, a task which has been aided by 
specially developed applications or batch programs. For example, 
the topological operation to remove a volume from an object will 
not always work if the object is too complex. An application 
specially developed in LEP, can perform this operation on small 
sub-units of the complex object, and then combine the results. 
The batch program mentioned above, to create matre and millimatre 
copies of an object, is another example of bug resolution. 

7. PROGRAMMIHG PRIHCIPLES 

Any Euclid session , either interactive or batch is based on a 
data structure which contains the definition of all the objects 
currently available. This data structure consists essentially of 
three tables. The table of 3D points contains triplas of real 
values. The table of liaisons contains connections between 
points, and defines open ended lines, closed loops, or plane 
surfaces. And finally, the table of elements defines logical 
assemblies of liaisons, and is used to raprasant continuous 
non-planar surfaces or solids. 

Euclid entities are manipulated within a Fortran program as real 
variables. These variables, whose bit pattern have a special 
interpretation contain references to the data structure. The 
system used on VAX is illustratad below. 

Po1nls Table cl f""'*s 

32 Bols -32 Bol.- -328ol.- - 32 Bols-

I CIIJE 1><1 AOORESS 

:L COOE = POINT 

X y z 

Figura 13. Representation of a point. 
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---32Bta--~ 

CODE = (JIEN UNE 
ffi CLOSEO UNE 
ORF'ACET 

INDICES TO THE 
POINTS TABLE 

T able rl l..asons 

- 16 Bls ----

fllORESS 

RmESS 

<E·---

<--

Figura 14. Raprasantation of a liaison. 

Elemenls 

--- 32 Bils ---

I COOE INUMBERI AOORESS 

COOE = SURF'ACE 
OR SOLID 
ffi POINT 
OR UNE 
OR .... 

INDICES TO THE POINTS TABLE. 
LIAISIJIS TfllLE. OR EJlCK INTD 
THE ELEMENTS TABLE 

T able rl elamenl.s 

--- 32 Bls ---

Figura 15. Raprasantation of an alamant. 
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However, knowledge of the data structure is unnecessary for the 
Euclid programmer as it is totally hidden from him by a pseudo 
high level language. To create a point he simply writes; 

P = POINT C 5.9 , 10.4 , 7.24 

The function POINT is a Euclid resident routine. The local 
variable P will contain a reference to the 3D point 
5.9,10.4,7.24. In a similar way a plane surface can be made. 

or 
F1 = FACETE 
F2 = FACETE 

P1 , P2 , P3 
N , TABLE 

Where the PCi) are pre-defined points and TABLEis an array of N 
points. 3D objects are just as easily created. 

B = BOITE C X , Y , Z 

creates a box at the origin with side lengths of X, Y and z. 

R = REVOLA C AXE , BASE , N , ANG ) 

creates a volume of revolution by rotating the surface BASE 
through an angle of ANG degrees, about the axis AXE. The 
resulting solid wi 11 have N exteri or panels. Aceass to the 
topological functions could not be easier. 

F = FUSION C OBJ1 , OBJ2 

will fuse objects OBJ1 and OBJ2 together. Two subroutines 

RANGER and RAPPEL CStore and recall) 

provide direct access to the databases. Visualisation is trivial 

CALL VISION PERSCOBJ), CADRERC50,50), VISE (0,0,0), 
OEILC500,500,500), ZOOMC10>, CACHERCO> ) 

will visualise the object OBJ in a perspective view with frame 
size 50 x 50. The focal point will be at the ortgtn and the eye 
will be at the point 500,500,500. A zoom of 10 will be used and 
total hidden line removal will be employed. 

8. CONNECTING EUCLID TO EXTERNAL SOFTWARE 

The Euclid programming possibilities have provided the means by 
which interfaces have been created to other software, either 
supplied by other vendors or LEP developed. Soma examples have 
already been cited. 
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These connections are in ona of two directions. Extarnal data 
can be used to creata Euclid objacts, or previously creatad 
Euclid objects can ba decoded and the data transmitted to other 
programs. This intarfaca is normally achieved via an 
intermediate data fila. 

In LEP, usa of this facility has been mada with in-housa 
programs. It is foreseen that Euclid will eventually be 
connected to tha ORACLE data basa managemant system, written by 
Tom Pederson International, and to a finite element system, yet 
to be selected. There is no reason why such work could not be 
extended into the field of numerical control. 

9. LIMITATIONS AND PROBLEMS 

Use of CAD in LEP has not only realised the advantages already 
cited, problems have 
these problems are of a 
CAD system, while 
implementation. 

Modjficatjons 

of course also been ancountered. Soma of 
general nature and are applicable to any 
others are specific to the Euclid 

One of the best selling points of any CAD system is the speed 
with which modifications can be carried out. At the root of this 
feature there is usually a fully integrataed data base which 
contains one, and only one copy of each object. The idea is that 
when an object is modified, all other objects that maka reference 
to it will automatically incorporata the modification. 

This works wall in a small user environment whare everyone is 
aware of the work currently in prograss, but on the LEP project, 
with mora than 20 designers, tha story is different. If a user 
leaves a modification in an unfinished state, or if it is not 
definitive, the cascada affect on other users making reference to 
the object can be catastrophic. In general, users hava no exact 
knowledga of the work being carriad out by their collaaguas. 
Clearly this problem will apply to any CAD system using an 
integratad data base. 

To bypass this, any standard LEP parts required by many usars are 
copied into a special standard data base, and only this copy is 
raferencad by other users. The users ara tharafora frae to 
update their objects without fear of upsetting their colleaguas. 
When a standard part doas require updating, then it can be 
raplaced in a controlled fashion, and all users making raferance 
to it can ba informed. 
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2D versus 3D 
A common assumption made about 3D systems isthat they should ba 
able to automatically handle 2D. This is not in fact trua as 
within the context of a 3D environment 2D requires special 
treatment. 

For example, a 2D plane surface should, by its very nature, ba 
visable in only one view. However, when combined with 3D, should 
it hide the 3D or should the 3D hide the 2D, or should there be 
no connection? Is it logical to treat texts and dimension lines 
in the way same as 2D objects? How should 2D be interpreted in 
the context of a topological operation? Many such questions can 
be posed and all need to be answered. 

Data structure size 
The Euclid data structure size is limited to 16K points, 
32K liaisons and 32K elements. To significantly increase this 
maximum would require a total internal re-organisation of Euclid. 
Such an increase will however be counter productive as the 
visualisation responsetime is proportional to the square of the 
"complexity" of the object. This data structure size has proven 
to be a limitation at CERN. 

Response time 
No advanced CAD system responds instantly to user requests. The 
view of the LEP tunnel, presented in figure 2, took 2 hours real 
time (45 minutes of CPU> to be drawn. A design of the dipole 
wiggler magnet, presented in figure 1, takes 5 hours of real time 
to be drawn in front, top, left and axonometric views (during a 
normal working day). 

This responsetime performance has been aggravated at CERN by an 
over-zealous training campaign that outstripped the capacity of 
the installation. However successive steps have been taken to 
rectify this by increasing the power of the CERN installation. 

Matra Datavision arealso taking steps to improve the response 
time by undertaking a massive consolidation of the program. This 
includes the re-writing of key modules in VAX assembly language. 
A new Euclid version, with a promised average performance 
increase of 3 is awaited with eager anticipati~n. 

A second route to increased response under consideration at CERN, 
is the trend towards stand-alone systems with their own local 
micro VAX. This however is a very expensive option. 
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10. COHCLUSIOH 

The Euclid system is a very powerful tool that is one of the 
leaders in its field. Its 3D capabilities have significantly 
improved the presentation of LEP drawings and designs. The 
programming possibilities have provided tha maans by which Euclid 
has been tuned to the LEP environment. Indaed, tha programming 
side is now, in many ways, just as important asthat of the 
interactive sida. 

However, using Euclid for LEP did not initially prova 
easy as was hoped. A considerable ammount of groudwork 
be completed bafore the true benifits, applicable to 
project, could be reaped. When evaluating the system, 

to be as 
naedad to 
the LEP 

potential 
users must always keep in mind their own individual requirements 
and how Euclid will halp realise them. 
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ON QUADRATIC SPLINES AND THEIR CAD-APPLICATION 

Ferene Fenyves - George Kovacs 

Computer and Automation Institute, Hungarian Academy of Scienees, 
Budapest, Hungary 

1. INTRODUCTION 

One of the important tasks of computer aided engineering design in geo
metrie modeling. Because of theoretical and computationa1 reasons most 
praetical CAD-systems use parametrie eurves and surfaees (most commonly 
parametrie eubie segments) in geometrie modeling. Most basie ideas 
involved are presented in the survey paper [3] of Böhm, Farin and 
Kahmann, 1984. Our paper deals with quadratie splines and their appli· 
cation for eurve and surface representation. The basic problern is to 
present a method for obtaining a smooth bivariate funetion whieh takes 
on eertain prescribed values. The colleetion of these va1ues is assumed to 
be on a reetangular grid, that is, for every point (xi, Yj) on the ree
tangular grid { xi} P=o X {Yj} f=o there is a given value Zij. 

The task is to eonstruct a surfaee S=S(x,y), (i.e. give an explicit ex
pressi~n _ro_r ~(x,y)) t~at interpolate~ (passes through) _the points Zij, that 
1s S(x1,yJ)- z1J, where 1=0,1 , ... ,n and j=O,l , ... ,m. In Seehon 2 a short 
aeeount of some results on quadratic (or parabolie) splines is presented 
using a se1eeted form of the genera1 quadratie splines, the so-called 
quadratie G-splines. The reason of introducing G-spänes is that they will 
serve as a basie tool for a so1ution of the above mentioned problem, to 
construet interpolant surfaees, via bivariate funetions, whieh are treated in 
Seetion 3. Thus Seetion 3 gives a new teehnique for representing con
tinuous resp. smooth surfaees. The resulting pieeewise bivariate polynomial 
funetions are global representations and may be expressed in closed 
a~ta1ytic form, allowing algebraie Operations. 

2. A REVIEW OF QUADRA TIC SPLINES 

Let us start by fixing some notations and by summanzmg a few known 
faets for later referenee. The reader is referred to [ 1] Abiberg et al. 
1967 and [2] de Boor, 1978 for baekground material and additional 
details. 

Let txi}P=o be a given partition of a closed interval (a,b] of the real 
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line, i.e. 

a = x0 < x1 < ... < xn = b . 

A function S(x) is called a quadratic spline on the interval [a,b] if and 
only if it satisfies the following three conditions: 

(i) In each subinterval [Xi, Xi+1l. i = O,l, ... ,n-1, S is a quadratic 
polynomial denoted by Pj, say. 

(ii) Pi(Xi+J) = Pi+I(Xi+l) for i = O,l, ... ,n-2. 
(iü) Pi(xi+l) = Pj+1(xi+1) for i=O,l, ... ,n-2. 

That is, S(x) is a set of n quadratic polynomials with continuity 
properties up to the first derivative at the given inner points Xi, ... ,Xn-1 

The points Xi are called the knots of the spline and the set X = { Xi ~ f:Q 
is the knot vector. A section of the spline between two adjacent knot~ 1s 
referred to as a span, so Pi is the i-th span. A knot vector X = { Xj} i=o 
will a1ways be assumed to satisfy Xi < Xi+ 1 for i = 0,1 , ... ,n-1 . 

Assurne that va1ues Zi = z(xi) ; i = 0,1 , ... ,n, of a real function defined on [a,b] 
are given and that S(x) is a quadratic spline interpolant to z(x), i.e. 

S(Xj) = zi for all i . 

Then a quadratic spline function S(x) interpolating z(x) at the points Xi 
and having the form 

where 

is called a quadratic G-spline with coefficients (ai; bi) for i = 0,1 , ... ,n-1 . 

So, the required expression S(x) for the quadratic G-spline can be 
obtained by the following conditions: 

(i) The function S(x) is piecewise po1ynomial of degree 2 such that 
a· 

S(x): = Pi(x): = h1· (x-xi) (xi+ 1-x) + bi( x-xi) + zi 
I 

in each subinterval Xi.;;; x.;;; Xi+ 1 for i = 0,1 , ... ,n-1 . 

(ii) The function S(x) passes through the va1ues { Zi} so that 
Si (Xi+ J) = Zi+ 1, i.e. 

Z· 1 - Z· 
bi= I+~ 1 for i=0,1, ... ,n-1. (1) 

(iü) ThefrrstderivativeS'(x)iscontinuous at Xi for i=1,2, ... ,n-1, which 
condition yields a set of linear equations for the coefficients ai . 
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(2) 

From Eq.(2) it is obvious that we have a freedom to choose llo or an-1· 
Or, more generally, we may subject them to an additional equation 

(3) 

Where f0 , ft and f2 are user specified with the requirement f0 =F ( -1 )nfl. 

The resulting system of linear equations 

{
foao + flan-1 = f2 

ai-1 + ai = · 8 i-l ' 
i = i, 2, ... , n-1 ; ( 4) 

has exactly one solution, and this can be found without any difficulty. Namely 

i = 1, 2, ... , n-1. (5) 

i = 0, 1, ... , n-2 . 

We summarize and record our conclusions in 

Theorem 1. lf given the set of n+ 1 data points { (xi, Zi>} i!o with 
distinct knots x0 < XI< ... < Xn then the quadratic interpolating G-spline 
S(x) exists uniquely with additional requirement Eq.(3). The explicit ex
pression for the coefficients (ai; bi) of S(x) are given by Eqs. ( 1) and (5). 

Note that the given construction of a quadratic interpolating G-spline S(x) 
is a global method, i.e. S(x) is dependent on all data points, and 
addition or delation of a data point, or a change of one of the coordi
nates of a data point, will propagate throughout the interval of definition. 
We omit the proof of the following. 

Theorem 2. lf z(x) E cl (a,b) then for a quadratic interpolating G-spline 
S(x) we have the estirnate 

I z(x) - S(x) I..;; Cl h wl (h) 

I z'(x)- S'(x) I..;; c2w1 (h) 

with requirement (3), where Ct, C2 are constants 

f, }n-1 
h = max lhj i=o and 

denotes the modulus of continuity of z'(x) 
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3. SURFACE INTERPOLATION VIA QUADRATIC G-8PLINES ON 
RECTANGLES 

In this section we deal with bivariate spline functions that are directly 
determined by a given reetangular grid configuration. Using G-splines and 
linear (resp. quadratic) blending functions we may obtain continuous 
(resp. smooth or cLcontinuous) interpolant surfaces. 

Indeed, the Coons-Forrest methods (see [5] Forrest 1972) and the in
terpolation scheme by means of quadratic G-splines may also be used to 
construct bivariate splines interpolant to a function z = z(x,y) given at the 
discrete values (xi,Yj) i.e. Zij = z(xi,Yj), with <KKn and <Kj..;;m, on the 
reetangular grid 

{xi}~0 X {Yj}j:, where a=Xo<x1< ... ,<xn=b and c=y0 <yt< ... ,<ym=d, 
(see Figure 1.). 

z 

Xj+1 ·. · . Xn: b 
Figure 1. Reetangular grid configuration. 

In what follows, Iet 
a·· 

S·(x)· = P··(x)· = 3l (x-x,)(x· 1-x)+b··(x-x·)+z .. J . IJ . bi ---. ---.+ IJ I IJ 

where 

xe [~,~+1], h=~+ 1 -xi and <Ki..;;n-1 

be the. quadratic G-spJine inte~polating z ove~ the. gri~ line Y:Yj (i.e. at 
the pomts {<xi, Yj)} J=o for J = 0,1, ... ,m. This spline IS produced by the 
algorithm described in Section 2, (see Theorem 1.). 

Similarly, Iet 
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C·· 
S'*(y)· = Q .. (y)· = _!I (y-y·)(y· 1-y) + d .. (y-y·) + z .. I ' IJ ' k· J j+ lJ J IJ 

J 
where 

ye[yj, Yj+1J, kj =yj+rYj and O<;;j...-m-1 

be the quadratic G-spline interpolating z over the grid line x=xi (i.e. at 
the grid points {<xi> YjÜ~) for i = 0,1, ... ,n. 

Then by means of these splines, more precisely using the spans Pij(x) and 
Qij(Y) we can derive a surface S(x,y) on the closed reetangular domain 
D = [a,b]X [c,d], as follows: 

y·+rY y-y· ~+rx 
S(x,y):= Sij(x,y):= Pij(x) T + Pi,j+1 (x) kj J + Qij<Y) ~ + 

~-xi (xi+1-x)(yj+rY) (x-xi)(Yj+rY) 
+Qi+1j(Y)~-zij h·k· -zi+1,j h·k· 

•; q I J 
(~+1 -x)(y-yj) (x-xi)(y-yj) 

- Zj,j+ I ~kj - zi+ 1 ,j+ 1 ~kj ' 

where 
(x,y)EDij=[~,~+1 ]X[yj,Yj+1 ] for i=O,l, ... ,n-1 and j=0,1, ... ,m-1. 

Then it is obvious that on any subreetangle Dij• S(x,y) is given by a 
bivariate algebraic polynomial Sij(x,y) of total degree 3 and of degree 2 
in x and y separately. Next it IS a straightforward matter to check that 

where 

where 

where 

where 

S(~,yj) = zij 

Sij(~, y) =Qi+1iY) for yE[Yj.Yj+1J 

O~i~n-1 and O~j~m-1. 

O~i~n-2 and O~j~m-1. 

s .. (x Y·) = p .. (x) IJ ' J IJ 

O~i~n-1 and O~j~m-1. 

O~i~n-1 and O~j~m-2. 

(6) 

(7) 

(8) 

(9) 

(10) 

To prove that S(x,y) is weil defined and continuous in D it is sufficient 
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to show that 

and 
Silx,yj+1)=Si,j+1(x,yj+l) for O.;;;i.;;;n-1 and O.;;;j.;;;m-2. (12) 

But Eq.(ll) follows from Eqs.(7) and (8). Similarly Eq.(12) follows from 
Eqs.(9) and (10). Now Eq.( 6) gives that S(x,y) interpolates the data 
points Zij· Consequently, S(x,y) is a bivariate continuous spline function 
which inlerpolates the value Zjj at the grid point (xi,Yj) for all ij . 

Also, it is evident by Eqs.(7)-( 10) that the restriction of S(x,y) to the 
grid line of type y=yi ~resp. x=xi) coincides with the quadratic G-spline 
Sj(x) for all j (resp. ~i (y) for all i). Moreover, any plane of type x=g 
whose ge[a,b] (resp. y=g where ge[c,d]) intersects the surface S(x,y) in 
such curve S(g,y) (resp. S(x,g)) which is a piecewise quadratic polynomial 
over the line segment x=g (resp. y=g) of the domain D. 

Concluding our discussion of result on the considered bivariate spline 
S(x,y) we mention - using the above notation - the following. 

Theorem 3. If given the set of (n+l)X(m+l) data points {(Xj.Yj,Zij)} 
where O.;;;i.;;; n, O.;;;j.;;; m with di stinct knots Xo<x1 < ... ,<xn in the 
x-direction and y0 <yt< ... ,<ym in the y-direction then a continuous 
bivariate interpolating spline function S(x,y) of total degree 3 and of 
degree 2 in x and y separately always exists, and it depends on the 
choice of the quadratic G-spline function Sj<x), s{ (y) . 

In addition let 

{ 

1-2 ( X~Xj r 
fi(x): = (X· 1-x) 2 

2 _I_+_ 

hi 

where 
~:=Xj+1-xi>O for O.;;;i.;;;n-1 ,(see Figure 2.). 

Sirnilar1y, let 

where 
~:=yj+rYj> 0 for O.;;;j.;;;m-1. 

1t is clear that fi(x) (resp. gj(Y)) is a piecewise quadratic (in other words 
twin-quadratic) and countinuously differentiahte function on the interva1 
[Xi, Xi+ ~] (resp. [Yj· Yj+ 1 ]). Moreover these functions have the following 
properhes: 



www.manaraa.com

for ()E;; i...; n-1 , and 

8_j(Yj) = 1, gj(Yj+1) = gj(Yj) = gj (yj+1) = 0 

for O..;j..; m-1, (see Figure 2.). 

1 
fi (x) 

2 

_l_ 
hj Figure 2. Twin-quadratic blending function fi(x). 

Then using the G-splines Sj, Si given as above and the twin-quadratic 
blending functions fi, 8j> we define a surface B(x,y) on the closed 
reetangular domain D = [a,b]X[c,d] as follows 

where 

B(x,y):= Bilx,y):= Pij(x)8_j(Y) + Pij+1(x)gj<YtYj+1-y) + 

+ Qij(y)fi(x) + Qi+ 1 j<Y)fi(~+~+ 1-x) - Zj_/i(x)gj(Y) -

- Zj,+ 1/i(~+~+ 1-x)8_j(Y) - zi, j+ 1 fi(X)8_j(YtYj+ 1-y) -

- ~+ 1, j+ 1 fi(~+~+ rx)gj( YtYj+ rY) 

a="o· b=xn, c=y0 , d=ym and (x,y)eDij:=[~,~+1]X [Yj•Yj+11 

for i = 0,1, ... ,n-1, j = 0,1, ... ,m-1. 

The properties of this surface B(x,y) will now be investigated. 

14-43 

First of all, B(xi·Yj) = Zij and it is obvious that on each of the four 
quarter parts of tlie arbitrary subreetangle Dij, B(x,y) is given by a bi
variate algebraic polynomial of total degree 4 and of degree 2 in x and 
y separately, i.e. B(x,y) is a biquadratic on D. -Moreover it is clear that 
B(x,y) is smooth in any Dij for O..; i..; n-1, Q..;j..; m-1. 

Now we are going to show that B(x,y) is smooth in the whole domain D, that is 
all derivatives 
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ak+~ B(x,y) 
axk ayQ 

for 0 E;;k,~.;;; 1 are continuous in D. In fact, it is a Straightforward matter 
to verify by using the properties of the functions Pij(x), Qij(y), fi(x) and 
8j(Y) that 

for ~k .~..,; 1 and o...; iE;; n-2, and 

ak+~Bilx,y) 

axk ay~ 

ak+~Bij+1 (x,y) 

axkay~ 

The validity of these relations yie1ds the desired result. Consequently we obtain 

Theorem 4. If given the set of (n+1)X (m+l) data points[{Xi, Y j, zijl} 
where 0...; i.;;;n, O.;;;j.;;;m with distinct knots Xo1 X1r···rXn in the x-<lirection 
and y01 Y1···· 1 Ym in the y-direction then a smooth bivariate interpolating 
biquadratic spline function B(x,y) always exists .and it depends on the 
choice of the quadratic G-spline functions Sj<x), S{'(y). 

As a result, it seems that the class of considered bivariate spline 
functions S(x,y), B(x,y) can be useful to interpolate surfaces given on 
reetangular grids. Being a global method, it has the advantage of the 
simplicity of the algorithm, although it requires some more computation. 
It leads to continuous (resp. smooth) surfaces without excessive Undu
lations. 

4. CONCLUSION 

Methods of constructing a continuous resp. a smooth interpolant to a 
surface given on a reetangular grid configuration has been described. The 
methods are based on a quadratic spline representation and may be 
expressed in closed analitic form, allowing algebraic operations. 

The software package based on the above methods is now under test on 
a professional personal computer. The experiments show that the given 
surface modeling system can effectively be used to design complicated, 
free form 3D objects, as tools, mou1ds, dies, etc. 

An earlier experiment concerned the so called translation-surfaces. 
Translation-surfaces are defined by means of two plane-curves: The 
generator is moved a1ong the directrix; see [ 4], Fenyves-Licsk6-Kovacs, 
1983. These plane-curves may be defined using quadratic G-sp1ines. As 
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tool-path calculations are necessary to generate control tapes for NC 
rnilling of surfaces defined as translation-surfaces, it is necessary to pro
duce the equidistant offsets of the directrix curve. 

One of the advantages of using quadratic G-splines for curve interpolation 
is the relatively simple way of offset generation (e.g. in comparison with 
cubic or other splines). 
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F.R;INEERING WI1H SOFIWARE PRaroi'YPES 
Dr. M.P. Williamson, APPLICON (VK) Ltd, Stockport 

The Traditional Approach 

In a traditional engineering organisation the product 

development cycle may be summarised as follows:-

* 
* 
* 
* 
* 
* 
* 

recognition of a marketing opportunity 

design of the product to satisfy that need 

production of detailed drawings 

construction of a prototype 

test 

preparation of manufacturing plans 

manufacture 
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However, before proceeding to the manufacturing of the 

product it is necessary to feed back to the design part of 

the cycle any faults detected in the test stage. Following 

consequent modification of the design, the prototype nrust be 

modified and retested. Tlrus, the design, detailed drawing 

production, prototype construction, and test stages nrust be 

repeated often enough to eliminate all the design errors 

detected by testing the prototype. 

It could be argued that this product development method has 

been proved successful by frequent use in a wide variety of 

engineering ccmpanies over many years. If it could be 

ensured that all design faults could be detected in this way, 

then perhaps the continued use of this development cycle 

could be justified. However, this is by no means true. 

How many times do design errors only become apparent after 

extended use under normal working load? If the testing part 
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of the product development cycle can be exhaustive under real 

operating conditions, then all the faults will be detected. 

Unfortunately, there is usually not time for this kind of 

exhaustive testing. In a canpany rnanufacturing parts, 

perhaps on a subcontract basis, then this sort of exhaustive 

testing under operating conditions is just not possible. 

Yet another significant problem of this "design, test, build" 

technique results from the detection of faults only rather 

late in the development cycle. The longer it takes to 

detect a fault the greater is the investment which has 

already been made in the product. If the detected fault is 

a major one, then a total redesign of the part is called 

for. The only alternative would be to degrade the quality 

of the product by resorting to a ''botch-up". Either 

solution is far from satisfactory, but the most i.mportant 

problem may well be the delay in the introduction of the 

product. Deferring, taking the pro fit that this part was 

predicted to have made will have an effect on the business 

which can be quantified. How can we predict accurately, 

however, the effect of allowing our competitors to steal a 

march on us and to introduce their equivalent product before 

our own? In an increasingly competitive world this latter 

problem is likely to be the most damaging. 

We have assumed that when this embryo product is introduced, 

all design faults have been eliminated. Of course, this 

cannot be guaranteed, and the detrimental effect on future 

business of design inadequacies being discovered by customers 

IIIJSt not be under estimated. 
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If there are so many potential problems associated with the 

traditional approach to engineering development, how can we 

overcome them? With the advance of the use of computers in 

engineering, more and more specific and powerful software is 

available to us. The questions which we have been answering 

experimentally with the prototypes discussed previously 

include:-

Is it big enough? 

Where is the centre of gravity? 

What is the weight of the part? 

What does it look like? 

Does it work as we predicted? 

Is it strong enough? 

Modern canputer techniques can do much to provide answers to 

these questions. Making productivity gains with specific 

questions is useful, but a much greater i.mpact can be seen by 

using a fully integrated CAE approach. The engineering -

cycle now changes subtly:-

* recognition of a marketing opportunity 

* design 

* analysis of the design using canputer techniques 

* production of detailed drawings 

* prototype construction 

* test 

* preparation of manufacturing plans 

* manufacture 
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By carrying out analyses on the software prototype, the 

construction of the physical prototype is delayed. But, 

since the software prototype has been checked extensively by 

software analyses, we are more confident that the design is 

valid. This, in turn, ensures that the prototype is really 

only a final check and minimises the chances of having to 

retum to the old " design, build, test" iterative loop. 

The type of software analyses that we will use in the 

development cycle are exemplified by mass property analysis, 

mechanisms analysis and finite element analysis. Various 

suites of software are available from different vendors in 

order to effect these analyses. But, now we encounter 

another problem. Since tllese software programs are 

available from different sources, they all have quite 

different data input requirements. In pratical terms, then, 

the analyst will have to prepare (format) bis data to satisfy 

the input requirements of each of the programs he will use. 

Inevitably this will take time and introduces potential 

errors caused by inaccurate transcription of the data. The 

latter errors are particularly dangeraus since they may well 
lead to incorrect analyses, the results of Which will be 

misleading and may well lead eventually to an incorrect 

design. 

If our original design bad been created within a computer 

system, then this need for entry of the input data for each 

of the analysis software suites is obviated. All that is 

now needed is that this data - already resident within the 

computer - is reformatted to meet the needs of any particular 

analysis software. In this way, transcription errors are 

eliminated. Jb.lever, we still have a problem in that all 
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(most probably) of the analysis suites have been written by 

different people, each with their own ideas of the best way 

to input commands to their programs. Thus, if a single 

designer is to perform his own analyses, he must leam 

several command input protocols - one for the Computer Aided 

Design System and one for each of the analysis programs he 

wishes to use. 

We might refer to this scenario as the interfaced solution. 

Since each of the third-party analysis programs retains its 

own input protocols and is interfaced with the CAD system 

from where its input data is obtained. 

If a way could be devised to ensure that a coumon command 

input protocol could be used for both computer aided design 

and for the analyses, then a far more user-friendly solution 

would result. We could refer to this as the integrated or 

fully integrated solution. This type of system is more 

difficult for the system vendor since more work is required 

to integrate the third-party analysis software into the CAD 

system. Since the interfaced solution is simpler (ie less 

costly) to the system vendor, this is the raute most often 

offered. 

If each of the analysis suites can operate in isolation, then 

perhaps an interfaced rather than integrated solution would 

be acceptable. Unfortunately this is not often the case. 

More frequently, data obtained from one analysis is needed as 

part of the input to another suite. This is best seen in an 

example. 
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Let us consider a connecting rod forming part of an engine. 

After design in the CAD system, a mass property analysis 

gives us wei.ght, co-ordinates of the centre of gravity, 

rooments of intertia, radii of gyration, etc. We will now 

need to satisfy ourselves that the mechanism, of which the 

connecting rod forms a part, will actually assemble. One of 

the pieces of input data needed by this software is the 

co-ordinates of the centre of gravity of each of the 

component parts and in particular of the connecting rod. 

This information was already calculated in the previous mass 

property analysis. With a fully integrated system this data 

is now available for the mechanisms analysis. With an 

interfaced system, it is much more difficult. 

During the mechanism analysis, we check to ensure that the 

constituent parts will assemble. We can then check the 

mechanism kinematically to ensure that as it moves it does 

not foul anything. It is also possible to calculate the 

forces applied at both the little-end and at the bi.g-end of 

the connecting rod. 

We now know what the maxi.mum forces applied to the connecting 

rod are as it operates. These can be used as an input to 

the finite-element analysis in which we satisfy ourselves 

that the connecting rod will withstand these applied forces. 

If the design fails to pass any of the applied tests {or 

analyses) then a redesi.gn is called for tagether with the 

appropriate retesting. Despite the fact that redesi.gn and 

"re-test" may well be needed, these may be performed within 

our totally integrated Computer Aided Engineering system. 
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Throughout this whole process, we have been performing 

engineering with a software prototype. We have been adding 

to the knowledge of our design with all of the analyses we 

have performed. Not only has it been necessary to use a 

fully integrated CAE system but this will have bad to be 

based on an efficient database manager in order to handle the 

(potentially) large amount of data we will have collected 

about each engineered part. 

When we have satisfied oursel ves, as far as possible, about 
the validity of the design, the srure data that we have been 

analysing will be used to produce the detailed drawings. 

These are available directly, and the detailer will only need 
to decide which dimensions need to be displayed, what notes 

need to be added etc. , and to ccmpose the geometry into an 

aesthetically acceptable drawing. While these drawings may 

be generated from 1 1wirefrrure1 1 geometry, they are more 

easily created from solid models generated using Solids 
Modeling 1M software. If this approach is adopted, hidden 

lines may be suppressed automatically. Other advantages 
which acrue from the use of Solids Modeling 1M include more 

accurate and Straightforward mass properties analyses, and 
the possibility of producing realistic colour shaded pictures 

("photographs") of the object using only the canputer 
system. It is often difficult to obtain accurate mass 
properties from wire-frame models. It may be equally 

difficult to visualise a 3D model constructed in wire-frame 

since all lines (both front and back) can be seen with equal 
clarity. Furthermore, the shaded image of the solid model 

may be examined in different colours and with illumination 
from any point in space. This enables tbe aesthetics of the 

part to be examined. 
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Once our geometry has been designed and validated by software 

analysis, this same data may be passed to Production 

Engineering. Decisions on fixing the job for machining can 

be made now with the security of knowing that the data is 
11as - designed'' and "as - tested". Fixturing is perfonned 

with the same geometry and the latter also forms the starting 

point for any specific fixtures which need to be designed. 

In fact, with proper design and documentation, traditional 

drawings need play no part in transmitting design infonna.tion 

to the production engineer. 

Finally, for the whole philsophy of engineering with software 

prototypes to work, the computer which we will choose to use 

must satisfy certain criteria. It must have sufficient 

''computing horsepower'' to run the programs needed in 

acceptable times. Today, this means that the computer must 

be based on 32-bit architecture. Secondly, the computer 

must be widely used so that there is a wide range of relevant 

engineering software available from third-parties for the 

system vendor to integrate within the CAE system. It is a 

well-known fact that the m::>st widely used engineering 

computer is the VAX family from the Digital Equipment 

Company. This family also meets the criterion of 32 - bit 

architecture. 
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In sl.llllllary then, we ha.ve seen that in order for Engineering 
with Software Prototypes to be viable we need:-

* a fully integrated CAE system 
* based upon the DEC VAX Computer 
* the foundation of a powerful database manager 
* the ability to design using Solids Modeling 1M 

and to use this to create our computer model 
* an extensive fully integrated library of analysis 

programs 
tobe used as necessary (eg mechanisms analysis, 
finite - element analysis etc) 

* the ability to create traditional, detailed drawings 
11 automatically' 1 

* the possibility of allowing access to our verified model 
to other departments (other tha.n Design and Analysis) as 
typified by Production Engineering. 

0096R 
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C.Al'JAS, A COMPUTER AIDED MODELLING, ANALYSIS AND SIMULATION 
ENVIRONMENT 

Jan F. Broenink and G. Dick Nijen Twilhaar 

Twente University of Technology, Department of Electrical 
Engineering, Enschede, The Netherlands. 

SUMMARY 

15-3 

Modelling and simulation of technical systems is rather error
prone. A part of the errors may be due to the fact that the 
commonly used CSSL's (Continuous Systems Simulation Languages), 
have some important deficiencies. They have a good performance 
in the computational sense but are not designed for structured 
modelling. Furthermore often not much support for the man
machine dialogue is offered, and the formalism they use for 
model description is not related to physics. In this 
contribution a modelling and simulation aid especially designed 
for structured physics-based model description is discussed. 
This aid, CAMAS (Computer Aided Modelling, Analysis and 
Simulation), may be used interactively. 

CAMAS accepts the model description language SIDOPS (Structured 
Inter-disciplinary Description Of Physical Systems) as input. 
SIDOPS is based on a physical systems theory and defined in such 
a way that structured description of models is encouraged. A 
part of CAMAS is a SIDOPS interpreter, which, as an interactive 
means for model input, can improve the man-machine dialog. 
On-line checking of the input on syntactic errors and generating 
proper error messages is one of its features. As SIDOPS is based 
on a (multi-disciplinar) physical systems theory (bond graphs), 
with use of a SIDOPS interpreter also semantic errors can be 
detected. 

1. INTRODUCTION 

Modelling and simulation of technical/physical systems is an aid 
with growing importance. Especially for large systems, often too 
complex to be overseen by one person, computer based analysis 
and simulation is important. The models of such complex systems 
are bound to have errors, which may remain unrecognized. In 
order to obtain correct and reliable models and simulation 
outputs, it is important that modelling is performed in a 
structured and verifiable way. 

There are a lot of simulation languages (Cellier 1983), each 
with its own applications. The CSSL-standard (Strauss 1967, 
Crosbie 1982) is a valuable contribution to continuous systems 
simulation, it provides a framework for simulation language 
development. However, this framework does not encourage a 
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structured model description, due to its FORTRAN basis (Wirth 
1983). Therefore, the CSSL standard is not used for the 
definition of SIDOPS. 

Simular to the development in the field of high level general 
purpose programming languages, for instance Pascal as the 
succesor of FORTRAN, it can be argued that there is a need for 
the definition of a simulation tool which supports structured 
modelling. Although structured modelling is essential, it is not 
sufficient for the construction of reliable models. If a 
structured description does not have a clear link with physics, 
it still will be error-prone. Hence, a structured model 
description formalism based upon physics is needed. 

Physical systems are often multi-discliplinar. 'fhis causes 
additional difficulties for the construction of correct models. 
The communication between modellers with different specialisms 
is sometimes difficult; every part of engineering has its own 
"language". A "meta-language" designed for the description of 
multi-disciplinar physical systems may improve this. The in this 
contribution presented physical systems theory may serve as such 
a language. 

In order to meet the demands outlined above, a software tool 
named CAMAS (Computer Aided Hodelling, Analysis and Simulation) 
is developed. CAMAS processes models described in SIDOPS 
(Structured Inter-disciplinary Desciption Of Physical Systems), 
a language which is based on a multi··disciplinar physical 
systems theory (bond graphs). Due to its "physics-base" semantic 
tests on described systems can be performed automatically to 
some extend. 

In the next sections, a briet outline of the bond graph system 
theory is given. After that, SlOOPSand the SIDOPS interpreter, 
the latter being a part the software environment CAMAS, are 
outlined. 

2. PHYSICAL HODELLING: AN EXAHPLE 

The physical modelling method presented here is based on bond 
graphs (Paynter 1967, Karnopp 1975, van Dixhoorn 1982, Rosenberg 
1983 and Breedveld 1984). The bond graph modelling theory is 
introduced by an example. 

Let us consider an automatic gearbox which makes use of James 
Watt's speed governor (Kawase 1982), see fig. 1. The rotating 
balls are driven by an engine. A higher angular velocity of the 
engine results in a bigger deflection of the balls. This causes 
a higher ratio of w, over w •. and hence a more or less constant w3 

A SlOOPS description of this system is constructed in a number 
of top·· down modell ing steps. The first step is di viding the 
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system (SpeedGovenor, fig. 2) into four subsystems, representing 
the axis, the govenor (balls and spring), the string and the 
transmission itself (transmission) . See figure 3. The inter
connections between the subsystems are represented by so-called 
bonds. These bonds denote the energy exchange between the 
subsystems (see next section) . 

On its turn, each subsystem can be regarded as a system itself, 
which again may be divided into subsystems connected by bonds. 
This dividing pocess may be continued 1rntil all subsystems are 
so-called basic systems or systems which are specially defined. 
By doing so, a physical system can be modelled using a top-down 
approach. 

Figure 1. Speedgovenor 

C::peedGoveno)< "-'• 
J "-'" 

Figure 2 . Speedgovenor as system 

Figure 3. SpeedGovenor divided into 4 subsystems 

3. BOND GRAPH THEORY IN GENERAL 

As the example shows, there exists a close relation between the 
physical model with lumped elements, which is a generally used 
aid for abstraction, and the bond graph. In general, a bond 
graph is a number of systems which are inter- connected with 
bonds. 
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macro-physics an effort and flow variable (time rate of a con
served quantity) can be indicated. Eramples of effort variables 
are voltage (electrical domain), velocity (translational kinetic 
domain) and pressure (hydraulic domain). The corresponding flow 
variables are current, moment and fluid flow. The corresponding 
conserved quantities are charge, momemtum of impulse and volume. 
(See table 1.) 

The relation P=e.f is derived from the Gibbs' equation (van 
Dixhoorn 1982) which states that the rate of energy can be 
written as a total differential with respect to all extensive 
variables. An intensive variable (e) is the derivative of the 
energy with respect to the corresponding extensive variable (q): 

dU = L; 6U dq; 
6Q; 

p = dU = [; 6U illli [; e;f; 

dt 6q; dt 
U: energy 
q: conserved quantity of domain i 

As mentioned before, with bond graphs a system is defined as a 
number of elements which interact with each other. There are a 
number of much used basic elements each representing one single 
physical phenomenon. A classification of these elements is 
grounded on thermodynamics. The basic elements are: 

storage of energy 
dissipation of energy 
non-reciprocal coupling 
non-mixing coupling 
power discontinuous 

el ment 
buffer 
dissipator 
gyrator 
junction 
source 

Table 2. Basic elements (Breedveld 1982) 

Buffer 

s bo 
c 
R 
GY 

0, 1, TF 
s 

A buffer (C) stores energy. This implies storage of a extensive 
variable or conserved quantity (q). The constitutive relation 
is: 

e = q/C with q = Jfdt and C is the capacity of the buffer 
Examples: electric capacitor, translating body, spring. 

Dissipator 
A dissipator (R) represents the production of entropy: Energy 
from a arbitrary domain of physics irreversiblely flows to the 
thermal domain. The constitutive relation is: e=R.f (R is the 
resistance of the dissipator). Examples: electrical resistor, 
bearings friction, shock absorber. In terms of thermodynamics, a 
process containing one or more dissipators is irreversible. 
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Gyrator 
A gyrator (GY) couples two domains of physics in a non
dissipative manner. Often a gyrator represents one of the basic 
laws of physics. If a gyrator is essential (i.e. it cannot be 
eliminated), then the so-called Onsager-Casimir reciprocity 
relations (Breedveld 1982) do not hold. Hence, a gyrator is 
called a non-reciprocal element. 

Junction 
A junction (0, 1, TF) couples two or 
can be characterised by a non-mixing 
flows of the attached bonds (efforts 
and flows in flows). Examples: a 
electrical components (1-juction, 
current). 

Sources 

more subsystems. A junction 
relation of efforts and/or 
are expressed in efforts 

series connection of some 
same flow, here electrical 

Sources (S) describe the interaction of a system with its 
environment. Very often this interaction can be modelled with 
effort-sources (constant effort) or flow-sources (constant 
flow). Example: force of gravity, modelledas an effort-source, 
the electric mains modelled as an effort·source. 

The above is a very brief outline of bond graphs as a systems 
theory for the modelling of physical/technical systems. The bond 
graph theory is the basis of the SlOOPS language, which is 
discussed in the next section. 

4. DESCRlPTlON OF SlOOPS 

4.1. Two levels of modellins 
SlOOPS (Structured Inter-disciplinary Oescription Of Physical 
Systems) is developed keeping three essential aims in mind: 
- SIDOPS has a clear and direct link with physics: 

SIDOPS is based on a physical systems theory, it has the 
"sematics of physics". This is essential for the crcation of 
correct and verifiable models. Due to the direct link with 
physics, SIDOPS offers the possibility to perform semantic 
tests automatically. It is expected that models described in 
SIDOPS will be less error-prone. 

- Structured description of physical systems is encouraged: 
It is the natural way of using SlOOPS. A system can be 
described as the inter-connection of several subsystems. As a 
subsystem is again a system, this is a repeating process. A 
structured description of a complex system will enhance 
readability and understandability. 

- Descriptions in SIDOPS are multi -·disciplinary: 
As SlOOPS is based on bond graphs, multi-disciplinar systems 
can be modelled quite easily, so multi-disciplinar systems 
(like systems involving sensors and actuators) can be dealt 
with without additional problems. 

With use of SIDOPS it is possible to distinguish the physical 
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modelling process from the mathematical modelling process. The 
latter, with its numerical and algebraic problems, should be 
dealt with after the physical modelling process. Here the 
modelling process is divided into two levels: 

First level: Physical modelling 
This is the modelling process 
description. This means dividing 
This process is continued until 
isolated. These basic elements are 
elements, or described by formulas. 

to create a SlOOPS model 
the system into subsystems. 
basic systems have been 

represented by a bond graph 

Second level: Mathematical modelling 
The SIOOPS description is used to generate a computable code. 
This means actions like submodel expansion, performing (compu
tationally) causal analysis and sorting of statements. After 
this a simulation run can be performed by evaluating the gene
rated set of equations using an adequate integrating routine. 

This second levelwill not be explained any further, as this is 
not the topic of this contribution. 

4.2. SlOOPS 
The SlOOPS interpreter is a part of the software environment 
CAMAS (Computer Aided Modelling, Analysis and Simulation). 

A SlOOPS description of a physical system consists of a class 
description and a parameterset. A class description is a des
cription in SIDOPS of a system, whereby all constants are 
formal parameters. This class description can be compared to 
the declaration with a record type in PASCAL. A parameterset is 
a list of parameter names, whereby numerical values are 
assigned to each parameter. CA parameterset can be compared 
with the assignment of values to arecordtype in PASCAL.) 

A occurence of a systemwill be created by combining its class 
description and one of its parametersets. In these parameter
sets, the values of all parameters are stored. It is possible, 
of course, that there is more than one occurence of the same 
class. With the use of CAMAS, the declaration of models (class 
description), and the realisation of models are treated 
separately. This enhances the versitality of class 
descriptions. It is evident that a database is needed to store 
class descriptions, parametersets and realisations of models. 

The description of a class consists of the following parts: 
heading, interface, subsystems and body. The body can either be 
a formulas body or a graph body. In the following these 
different parts are described. 
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Heading 
The heading serves as an identification of the class, it 
consists of: 
- a class name, the name which is used as identification. 
- a version number, to distinguish different versions of 

implementation of the class. Changing a class description can 
have consequences for already defined systems which use this 
class description. Hence, one must refer to a class with its 
name and version number. 
a parameter, to parameterize the dimensions of the class des
cription e.g. a mechanical model can be suitable for a 
description in 1, 2 or 3 dimensions. 

Interface 
The connections with other systems are described here. The 
described system can only have connections with other systems 
via the Connections declared in this part (no global variables 
are permitted). The connections are described in terms of 
physical connections (bonds), and signals (inputs or outputs). 
This part is a comparable with the variable list of a procedure 
heading in PASCAL. These variable names are the formal idenfi
fiers of the connections. When a system is connected to other 
systems, only the name of the system needs to be given. The 
sequence of connections determines which actual connection maps 
onto which formal one. Only when a formulas body is following, 
these connections can be restricted. These restrictions are not 
discussed here. 

Subsystems 
In this part, the used 
Class name followed 
class. 

Graph body 

subsystems are declared. The syntax is: 
by the names of all occurences of that 

In this part, the Connections of the subsystems with each other 
and with the interface are listed. If a model is defined with 
the use of the interpreter, the Connections of every subsystem 
are given separately. Connections of the actual subsystem which 
were already typed in are shown, there is no need for the user 
to type redundant information. 

There is 
each bond 
table 3. 

a number of possible connections: bonds and signals, 
or signal has a direction and a dimension. See 

At the moment of completion of an input line, the interpreter 
checks if the connections made in this line, are permitted 
according to the class descriptions of the connected submodels, 
if not an error message is produced. After the model input is 
completed, an overall check is performed on the model 
consistency on a semantic level. 
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connection 
type 

single signal 

single bond 

n signals 

n dimensional 
bond 

n * m * ... 
signals, 

n * m * ... 
dimensional 
bond 

bond graph 
symbol 

SIDOPS 
symbols 

<
-> 

:=n= 

=n=: 

<=n= 

=n=> 

-n m -:- ' ' ... -

=n,m,~ .. =: 

<=n,m, .. = 

=n,m, ... => 

Table 3. Connecting symbols of SIDOPS (Welleweerd 1985). 

Formulas body 

15-11 

Here, the constitutive relations of a (basic) system are 
provided by describing the relations using assignment 
statements. The description is PASCAL like, so all (local) 
variables must be declared. Besides 'normal' parameters, also 
initial conditions for integrators can be declared, as a 
special group of parameters. 

The description has the following features: 
- The statements may be written in an implicit or explicit 

form, in other words the computational causality need not to 
be known. 

- Special functions as usual in continuous systems simulation 
languages are implemented in SIDOPS (e.g. integrator, pulse). 
Special loop-constructs have been designed in order to 
describe repetitive structures very compactly. This can be 
useful for the modelling of distributed systems. 

The definiton of SIDOPS, as described here, is designed to 
provide a formalism to perform modelling of physical systems in 
a structured way and on a physical level. This enables 
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modellers to concentrate on physics exclusively. In order to 
simulate a model, it is of course necessary to describe it 
mathematically. But because this level is generated by CAMAS, 
this need not be concerned by the user. 

5. EXAMPLE 

The example, already discussed in section two, can now be 
described in SIDOPS. The submodels Axis and Transmission are 
decomposed into basic elements. The submodels String and 
Govenor are specially defined. Hence, the total system 
Speedgovenor consists of a bond graph with two non-standard 
subsystems (fig. 4). 

R torsion C 

r 

Figure 4. Bond graph of the system with two non standard 
subsystems 

SYNTACTIC ANALYSIS OF A SlOOPS CLASS DESCRIPTION 
VERSION February 18, 1985 

1 class SpeedGovenor version 
interface 2 

3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 

ports: Speeclln, SpeedOut 
subsystems 

c 
R 
1J 
OJ 
MTF 
Govenor 
String 

structure 
1 j 

OJ 
Govenor 
MTF 
Str ing 

torsion 
RotFriction 
1Jrot 
OJrot 
transmission 
govenor 
string 

1Jrot 

OJrot 
govP..nor 
transmission 
string 

0 error(s) detected. 

<-OJrot,->RotFriction,\ 
->transmission,->govenor 

---Speed In,-> tors i on,- > 1 Jrot 
<-string,<-1Jrot 
<-1Jrot,--Speed0ut,:-string 
->govenor,-,gearbox 

Figure 5. Listing of class SpeedGovenor 
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The description of the bond graph elements is avaliable in the 
public part of the database of CAMAS. In fig. 5 a listing of 
the SIDOPS description of the speedgovenor is shown. The 4 
parts (heading, interface, subsystems and graph body) are 
denoted by just these words, except for graph body. Here 
'structure' is the key word. 

I.ine nurober 1 of the listing denotes that a class of systems, 
named 'SpeedGovenor' is defined. The interface part describes 
the connections with the surrounding world. Here, there are two 
physical connections ('ports') called 'Speedin' and 'SpeedOut', 
which represent the velocities of the engine driven axis and 
the load axis respectively. In the subsystems part, the 
subsystems are declared, e.g. line 5 means that a subsystems 
named 'torsion' of the class 'C' will be used. The structure 
part describes the connections between the subsystems, e.g. on 
line 1'7 the connections of the subsystem 'transmission' of 
class 'MTF' are described: the two connected bonds denote a 
power from the 1-junction '1Jrot' to 'transmission' and an 
outgoing power to the output 'SpeedOut'. The signal input 
(':-string') is the signal that describes the relation between 
input and output as is derived in the subsystem 'string' of 
class 'String'. 

In the c]ass Speedgovenor two (sub)classes (govenor and string) 
are used which are not basic elements. They have to be defined. 

Govenor 
Here the coupJing of the rotation and trans]ation is modelled 
('omega' is the connection in the rotational domain and 'speed' 
the connection in the translational domain, see figure 6). 
Using the energy function and the Gibbs' equation the relations 
between efforts and flows can be derived straightforwardly. 
Force F, velocity v and displacement x are the effort, flow and 
conserved quantity respectively of the translationally poten
tial domain, while angular velocity o, torque T and rotational 
impu]se momentum b are effort, flow and the conserve quantity 
of the kinetic rotational domain. The energy function is: 

E~b 2 /2J + x'/2C 
where J is the inertia of the balls and one over C the 
compliance of the spring. The non-tangential movements of the 
balls in the trans]ation domain are neglected for simplicity. 
The inertia J is: 

J=2mr' 
As r is a function of x (see figure 1): 

r 2 =L 2 -(2L-x) 2 

resulting in 
J=2mLx··Lx 2 /2 

As F=-6E/ 6x and w=6F.I 6b, 
F=-b'/J'.6J/6x + x/C 
w=b/J 
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SYNTACTIC ANALYSIS OF A SlOOPS CLASS DESCRIPTION 
VERSION February 18, 1985 

1 class Govenor version 1 
2 interface 
3 ports: speed, anega 
4 parameters 
5 real m,I,C1 
6 in i t i a I cond i t i ans 
7 real xO,bO 
8 variables 
9 real b,x,.J,dJdx 
10 dynamic 
11 J:=2•m•l-m•x•x/2 
12 dJdx:=2•m•l-m•x 
13 speed.e:=-b•b•dJdx/(2•J•J)+x/C1 
14 omega.f:=b/J 
15 b:=int(bO,omega.e) 
16 x:=int(xO,speed.f) 

0 error(s) detected. 

Figure 6. Listing of class Govenor 

Substituting J yields the formulas as shown in fig. 6. In fig. 
6 The keyword 'dynamic' denotes the beginning of the formulas 
body. The efforts and flows of the power bonds are denoted as 
'speed.e' and 'speed.f', meaning the effort CF) and flow (v) of 
the power bond called 'speed' respectively. 

String 
Here the relation between the translation of the govenor and 
the transmission ratio is modelled. The standard system ATT 
(attenuator) is used. Here, also the spring and the translati
onal friction are modelled. See fig. 7. The SIDOPS description 
is shown in figure 8. 

R 

I 
C~1~ 

~ 
Figure 7. System String 
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SYNTACTIC ANALYSIS OF A SlOOPS CLASS DESCRIPTION 
VERSION February 18, 1985 

1 class String version 1 
interface 

ports: translation 
outputs: rat io 

subsysterns 
R 
c 
AH 
1J 

structure 

fransFriction 
spring 
relat ion 
1Jtrans 

15-15 

2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 

1J 1Jtrans 
ATT relat ion 

--·translat ion, ->TransFr ict ion,- >spring 
,-spring.e,-:ratio 

0 error(s) detected. 

Figure 8. Listins of class Spring 

With ths SIDOPS description of SpeedGovenor, Govenor and String 
the description of the system of figure 1 is completed. With 
use of CAMAS this system can now be simulated or analyzed. 

The SIDOPS language and the CAMAS environment do not have much in 
common with commonly used simulation languages and programs. This 
is an important disadvantage, while bringing them into practical 
use. Still we hope that the affered advantages 

- structured 
- multi-disciplinary 
- 'hands-on' interactive 
- automatic semantic tests 
- based on physics 

may show to be more important than the disadvantages. 
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de la Mer, Brest, France 

1. INTRODUCTION 

The estimation of extreme statistics of the environment 
(wind, waves, current) and structure behaviour parameters 
is a preliminary step which is proving crucial in a modern 
approach of structural safety and reliabili ty. F or example, 
design criteria for offshore structures are based on occurence 
probabilities of extreme loads. 

In a rational way, we have developed an asymptotic method 
to infer extreme value estimates from data banks coming 
from instrumented sites (Labeyrie, 1984). In particular, 
we have shown how the theory of order statistics allows 
to define the basic principles of the extrapolation techniques 
and of the uncertainties estimates. We present here the 
statistical package ST. EX. OM* which reflects these concepts 
and where the data analysis capabilities include robust 
methods. This package is also an user-oriented program which 
can be extended to speci fic applications very conveniently 
(failure ratio estimate, Simulations, time series analysis). 

2. STATISTICAL APPROACH 

We are concerned with the inference of reliable extreme 
values from instrumented measurements (Labeyrie Lebas, 
1985). If the period of record is long enough, we come to 
fit an extreme model (see table 1 - modelization). Unfortu
nately this condition is not often satisfied. So, an extra
polation method is worked out as it follows. 

Step 1 Let T be the period of record 
We qualify a data sample (size n) whose values all exceed 

some prescribed threshold and which may be identified to 
n realizations of independent identically distributed random 
variables. 
* STatistique EXtreme pour les Ouvrages en Mer 
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Table 1 : Billdisplay of ST.EX.OM 

4. NUMERICAL OPTIMIZATION 

Now we present some crucial aspects of the numerica l optimi
zation we have impl emented. 

When a distribution function F has been fitted to the 
data sample, reliable statis tical extrapolation may only 
be expected if we have tested the goodness of fit of the 
tail behaviour of F to t he cumulative frequency distribution 
one. 
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The cumulati ve frequency distribution curve is then fi tted 
by a continuous distribution tail model F (see figure 1). 

A central result to be used here, has been discovered 
by Fischer and Tippett ( 1928) and later proved in complete 
generality by Gnedenko (1943). It shows that after suitable 
standardizations the class of limiting laws for the distribu
tion Fn of the largest order statistic contains only laws 
G of the three types, commonly called the three extreme 
value distributions. 

Type I Gumbel G(x) exp(-exp-x) -oo < x <"" 

Type II Frechet 0 X ~0 

G(x) 
exp(-x-ß) ß>o X >o 

Type III Weibull X ~0 

G(x) 
exp-(-x)ß p:Yo X < 0 

So, we may obtain the following extreme parameters (see 
figure 4). 

XT - most likely extreme value over Tyears 

[X( 1);X( 2)Je,T- confidence interval for XT with coefficientB 

[S( 1);s( 2)J3 ,T - tolerance interval for XT with coefficient3 

Step 2 If the project life is N = a Tyears (a > 1) 
A prediction method becomes necessary. As G is max-stable, 

the mode XN of Ga is an invariant quasi-linear predictor 
over N years. 

See (Labeyrie, 1985) for the mathematical and heuristical 
aspects of this method. Here we present the data analysis 
capabilities of the package ST.EX.OM we have developed to 
concretize this approach in the engineering context. 

3. FUNCTIONAL ORGANIGRAM (table 1) 

First, the bill display presents the application and during 
the investigation, gives informative outputs to let the 
user to select incrementally his path through the different 
phases ( fi t-approximation-prediction). For example the table 
2 explains the interactive options available after the fitting 
phase (step 5). 

Graphie outputs are used extensively to traduce the numeri
cal results in a more comprehensible way. 
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The classical Chi-square and Kolmogorov tests are not 
very tractable. It is advisable to use a normality test 
based on a weighted deviation random variable. 

* (F (x) - F(x)) ~ (F(x)) 
* where F is the empirical distribution and lf' a function 

in the form, 

lf' (u) = _u_ 
1 - u 

For example, if you consider the fitting investigation 
(see figure 1) we obtain, 

Log-normal 
Rayleigh 
Gauss 

Weighted deviation 

Mean Variance 

.05 

.38 
3.11 

.01 

.75 
81.1 

Aceurate confidence regions for the distribution parameters 
are computed by a procedure we illustrate with the log-normal 
model. 

(i) Maximum likelihood confidence ellipse for the mean 
and variance of the Gaussian random variable 
Ln(x-x ) (see figure 2) 

(ii) VariaPion of the weighted deviation along the axis 
of the ellipse (see table 5) 

(iii) Correction of the confidence region by taking into 
account the confidence level of the weighted 
deviation (see figure 3). 

The distribution Fn(a x( ) + b ) of the renormalised 
largest order statistic n X n conver~es in distribution to 
an appropriate extreme va~~~ law. There is no "universal 
rate of convergence" as in central limi t theory. So we have 
to specify the characteristics of the underlying distribu
tions F encountered in our applications. 
Let D be the maximum absolute difference defined by, 

n 
D = Supi Fn(a x + b) - G(x)i n n n 

As the distribution tail of F is already close to exponential 
form, we obtain a fast convergence in the sense that On 
is proportional to an inverse power of n. 
We used also tests statistics (Tiago de Oliveira, 1983) 
for selection between the three models to justify the appli
cability of the asymptotic efficiency to a finite n. 

5. PACKAGE REPORT 

ST .EX.OM is a modular package, practicable in a time-sha
ring environment with efficiency. The routines are written 
in FORTRAN IV with a care for a high portability. As we 
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use IGL (Interactive Graphics Library) options and 2, 
the host computer may be consistent wi th Tektronix series. 

Inputs 
Only one access to a sequential indexed file which contains 
the data sample is necessary for all the investigation. 
Data User's (name of file, treshold value, instrumentation 
duration, ... ) are given interactively at the beginning 
of the application. 

Outputs 
(i) Bill displays to explain the planning of the applica

tion 
(ii) Plot of distribution curves (empirical, parametric 

model, density) and confidence region 
(iii) Tables (parameters, quantiles, variations of the 

weighted deviation, fi tting control card (see table 
6)) 

Interfaces with hard copy or desktop plotter (Tektronix 
and/or Benson) are also available. 

6. SOME APPLICATIONS 

Fruitful results on the tolerance and confidence intervals 
of extreme loads have been performed through ST. EX. OM over 
various data banks, coming from several instrumented si tes 
among which large offshore platforms. These results have 
been obtained with reduced manpower and in very short delays. 

Computation and modelling have been realized in different 
domains, for example the uncertainties connected with 
vibration frequencies estimated from an ARMA model (offshore 
platform behaviour), or the bacteria distribution along 
the walls of an exchanger tube (Ocean Thermal Energy Conver
sion). 

Now we study the feasibility to extend the package ST.EX.OM 
to multivariate extreme analysis. The practical purpose 
is to estimate a joint-probability of meteorological and 
oceanographic phenomena in offshore structural design. So, 
by taking into account more realistic combinations of extreme 
wind, wave and current loads we may in several cases avoid 
an increase in fabrication costs. 

CONCLUSION 

Instrumentations and then statistical softwares are proving 
necessary in order to evaluate reliable design factors in 
structural engineering. 
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Here, we have presented the interacti ve package ST. EX. OM, 
based on a probabilistic approach, which allows to estimate 
extreme values of observed phenomena. 

This user-oriented program can be used very conveniently 
in reliability and modelling. 
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Figure 1 Display of different fitted models 
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PARAMETERS AND OUANTILES 

ORDER CF 
OUANTILES 

0.:::1 

0.2000 1 

0.3000 I 
0 . 4000 

0 . 5000 11 

0.6000 Ii 
!j e. 1000 I 
1

0.8000 I 
i 0 . 9000 I 

0.9500 I 
0.9900 Ii 

\;;:j 1

11 

C::J 

LOG-NORMAL 
<3 PAR . ) 

r I 
7 . 469 I 
7.903 I 

Ir I. 8.284
1
·1, 

r 8.663 I 

II 9.069 i! 
r 9.533 11 

11 10.103 Ii 
I 10.882 Ii 

II 

l:l 12.202 1; 
13.546 lj 

II 16.87~ Ii 
ii 18 . 422 Ji 

:1
1 

22 . 329 il 

1 24.15~ II 

L:~:~~ 

ST.EX.OM 

Table 3 : Statistical characteristics 
of the fitted model 

3 1oo01oo85 

VERSION 01 
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ORDER CF 
OUANTILES 

~ I 0.2000 , 

i 0 . 3000 i' i 0. 4000 I 
1

0.5909 I 
9.6000 

9 . 7000 

1 9 . 6900 

9.9999 

il 0.9590 

11 0.9909 

·1 0 . 9950 

Ii 0.9990 

1· 0.9995 

ll e . 9999 

TABLES OF OUANTILES 

GAUSS RAYLEIGH LOG-NORMAL 
<2 PAR.) (3 PAR . ) 

r-=1 , .,Ji r 
7 . 650 11 1 7 . 686 ~~ 

II 6.486 1. il 8.240 .! I I 9 . 032 .II 8. 759 :~I 
' 9.549 J[Ii s . 260 ::1 

I • 

10 . 046 1'1' 
9 . 631 . • 

1 
9.533 

19 . 592 ! I ''I 10.193 19 . 45eJ ~:I 

I 1.206 !' 1: 10.862 II . 229 !~~~ . r 
12 . 113 i'l 12.306 :'! 12.292 .. , 
12.643 :! I 13.251 •; Ii 13.546 

14.212 rl i 15.086 ··r 16.674 lo• l I 

"·"' i~ "·"' [ ' .... 22 !• 
I I: ,, 

I 15 . HS ,, 1 7 . 21 8 I !I 22 . 329 !; 

C~L :: :~: l:?:J 

ST.EX.OM 

Table 4 : Quantiles connected with 
different fitted models 

31•01•85 
VERSION 01 
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CONFIDENCE REGION AT LEVEL 90.00 Y. 

LOG-NORMAL C3 PAR ) 
~--·----~----~~ 

HALF-AXIS 0 066 0 049 
LENGTH . . 

CENTER 0 1 . 1 ~~ =~5 
A 

__ ' 251 -"-~~ 
B 1.184 0.324 

-·-
c 1 .118 0.275 

D I. 184 0.226 

-
0,374 
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0.275 c 1-------- --------! A 

D 
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I . 085 I . I 84 I . 284 

I GRADUATION -

ST.EX.OM 

0 . 020 

28 .. 01 .. 85 
VERSION 01 

Figure 2 : Confidence ellipse for the mean and 
variance of the Gaussian random variable 
Ln(X-X0 ) 
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CONFIDENCE REGION AT LEV EL 98 . 00 % 

LOG-NORMAL 
3 PAR . 

IIEI~TED DEVIJ\TION .lLONG 
THE AXI S D' THE CONFI DENCE ELLlPSE 
DI STRI BUTION WEIG~TED DEVI AT I ON 
PAR~METERS C ME4N VARI ANCE ) 

I . 18<4 8 .275 0.054 0 .011 

I . 251 9 . 275 0.112 0.015 

I .238 0 .097 0.013 

I .224 0.083 e . e11 

I .211 0.071 0.010 

I . 198 . 0.062 0.010 

I .1 84 0 . 054 0.011 

1. 171 0.057 0.01 3 

I . 158 0.077 0.017 

1.145 0 . 104 0.021 

1 .131 0.135 0 . 028 . 
CCNfi~ENCE INTERVALS 

FOR THE ~EIGHTED DEVIATION 
1 .118 

I. 184 0 . 324 

0.168 0 . 037 

0.098 0.019 

80 :; 0.039 

90 :; 0.034 

95 :; 0.031 

99 :; 0 . 023 

. 
0.069 . 

. 

. 
0.074 . 

. 
0.077 . 

. 

. 
0.085 . 

ST.EXDM 

0.314 0.086 

0.305 0 . 076 

0.295 0.067 

0.285 0.058 

0 . 275 0.054 

0.265 0.059 

0.255 0.079 

0.245 0.111! 

0.236 0 . 15 1 

0 .226 0.200 

28 .. 01 .. 85 
VERSION 01 

Table 5 : Variation of the 
weighted deviation 

0.016 

0.013 

0.011 

0 . 010 

0.01 1 

0.0 15 

0.022 

0.035 

0 . 057 

0 . 095 
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CO FIDENCE REGION AT LEV EL 93 00 ~ 
CCORRECTIONS) 

0 . 374 

0 . 275 c 

LOG-NORMAL 
3 PAR. 

CONFIDENCE INTERVALS 
FOR THE WEIGHTED DEVIATION 
-· ,c.c·. ,-, ~- ··,..- ·-~---,_.,._,._-~··-. 

:< 0. 0387 0. 0893 
---~- --· -·- . . . -·-

:< I 0.0344 0 . 0736 -·-·-. 1-·-- --·--- -- ~------ ·-- •I 

L --~-j--~~: ~~;;~j==_: ;i3 

B 

A 

D 

0 .178+---.--,r-~---r---r--~--.--,r-~----, 
I .085 I. 184 I .284 

~ I GRADUATION • 0.020 

~-~tf -··-·--·- --·------··--- ---··------~ 

L_ __ -· Lt)@_r;:;J§[JJ_ __ · --~!.--~~ :_0~- - -· -~:_;i~~--~~- -- __ j 
Figure 3 : Confidence region computed with a 
normality test of the weighted deviation. 
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25.13 

ST.EX.OM 

4 GUHBEL 

OUANTILE ORDtR 90.00 % 

MODE 19.268 

OPHIN • 16.687 
OPMAX • 26.255 

30.32 35.52 

1 GRADU ATION 1.040 
LE 31 oo01M85 
VERSION 01 

Figure 4 : Limiting extreme law over 

T -YEARS (MODE AND TOLERANCE INTER VAL) 
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******************** EXTREME LAW TYPE I ********************** 
* - GUMBEL - * 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* 
* • 
* • 
* 
* 
* 
* 
* 
* 
* 
* 
* • • • 
* • • 
* • 
* .. 
• 

ESTIMATION OPTION < MAXIMUM LIKELIHOOD ) 

PARAMETERS INITIAL VALUES 
METHOD OF MOMENTS 

MODE 
SC ALE = 

8.6618 
1.4422 

8.6363 
1.5655 

CONFIDENCE REGION AT LEVEL <ALPHA) • 

CENTERED IN : 8.6618 1.4422 

ROTATION MATRIX CEIGENVECTORS) ., 

.92135 - .38873 

.38873 .92135 

LENGTH OF HALF-AXIS C MODE) .0682 C50X) 
.1415 C90%) 

LENGTH OF HALF-AXIS CSCALE) .0437 C50X) 

CALIBRATION TESTS : 

WEIGHTED DEVIATION 
FOLLOWS A NORMAL LAW 
MEAN .2290 

CHI-SQUARE TEST 
STATISTIC 5.6111 

.0906 C90%) 

VARIANCE = .1777 

LEVEL .4313 

* 
M 

* 
* 
M .. .. .. 
* .. .. 
* .. 
* .. 
* 
* 
* .. 
* 
* .. 
* .. 
* .. 
* 
* • ,. 
• .. .. .. 

OVER THE OVER THE HIGHESTtt 
t.IHOLE LAW TEN PERCENT .. 

ARITHHETIC DEVIATION .. 
MEAN ' .0032 -.0011 .. 
STD. DEVIATION: .0213 .0037 .. 

* ABSOLUTE DEVIATION .. 
MEAN .0184 . 0011 * STD. DEVIATION: .0110 .0037 .. .. 

MAXIMUM DEVIATION .0413 .0192 .. 
• 
* KOLMOGOROV TEST .. 
* 2 SIDED - STATISTIC .0413 LEVEL: .2910 * POWER• .5000 * 1 SIDED - STATISTIC .0413 LEVEL: .2313 * 
* 
* * ............................................................................. 

Table 6 : Fitting control card 
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INTERACTION OF SUSPENSION DESIGN WITH VEHICLE RIDE 

P J H Wormell 

Royal Military College of Science, Cranfield, UK 

1. INTRODUCTION 

The continual demand for improved mobility and agility of 
military off-road vehicles has led to ever-increasing installed 
power, with power/weight ru.tios currently over 2 kH/kN;, even for 
Main Battle Tanks. As a result of this, over a high 
proportion of terrains the speed is now limited, not by the 
power, but by the ability of the equipment and crew to sustain 
the shock and vibration transmitted from the ground. 

The way in which a vehicle rides, that is moves in bounce and 
pitch, when driving over ground irregularities is principally 
dependent upon the design of those parts of its suspension 
which respond to motion with a force - the dynamic elements. 
In the case of a passive suspension (one whose response 
characteristics are predetermined), these elements are the 
springs and dampers, generating forces that are a function 
of displacement and velocity respectively. It is with the 
choice of the characteristics for these components that this 
paper is concerned. 

Although, in the final event, there is no substitute for 
full-scale prototype trials, these are extremely costly, and 
the characteristics of suspension hardware are not easily 
altered once installed. As a result the use of modelling to 
investigate the interaction of suspension parameters with the 
vehicle ride holds considerable attractions. 

The areas involved in such modelling are indicated ln Figure 1. 
Evidently a terrain profile must be defined at the input end of 
the chain, whilst at the other a means of quantifying the ride 
experienced by the crew in the hull is essential in order to 
provide a measure of the effectiveness of alterations to the 
suspension. 
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Figure 1 Flowpath for ride analysis 

For any but the simplest of vehicle and disturbance situations 
a general analytical solution of the ride is impracticable and 
a step-by-step approach over short time intervals using a 
digital computer becomes necessary. This paper describes a 
programme intended to allow the designer rapidly to explore 
the interaction of a wide range of vehicle and suspension 
variables, over a variety of terrains, and to optimise his 
design on the basis of the presentation of a number of 
quantified ride criteria. The programme is written for 
implementation on a Tektronic 4052 (32K) digital computer, 
chosen for its high resolution graphics capability. 

2. VEHICLE MODEL 

z 

Figure 2 Degrees of freedom of vehicle model 

The first priority of the programme has been to enhance the 
interactive nature of design; this has meant that runs must be 
kept as short as possible. Balanced agairrst this is the depth 
of complexity of modelling needed to produce valid results on 
which to base sound conclusions. The result is a compromise, 
with average run times kept down to a few minutes, and a 
flexible mode~having the degrees of freedom shown in Figure 2, 
the scope of whose variables are discussed in the subsequent 
Sections. In particular, however, it should be noted that no 
attempt is made to include track effects; nonetheless the model 
is found to give a good comparative assessment of types of 
suspension for tracked as well as wheeled vehicles. 
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3~ PROGRAMME STRUCTURE 

The programme is divided into 8 separate segments. Variables 
are grouped within these segments, each of which can be called 
up on its own by means of one of the User Definable Keys (UDK) 
1 to 8 (see Table 1). This arrangement makes for ease of 
control during running, with any parameter alterable with a 
minimum of disturbance to the remainder. Additionally input 
can be made, either before or during, a run by calling up the 
variable by name. 

UDK Segments 

1 Master Menu (lists function of UDK 1 - 8) 

2 Terrain (ground profile) 

3 Vehicle (parameters other than 
suspension) 

4 Suspension (springs) 

5 Suspension (dampers) 

6 Output presentation (selects parameters to 
be plotted during run) 

7 Speed of run 

8 Initiate run 

Table UDK functions 

4. TERRAIN 

The designer may choose from 3 types of ground profile, the 
parameters of which he can specify, together with the length 
of run (up to a maximum of 75 m). 

Double Ramp 
This profile is used to measure the ability of a suspension, in 
particular the front units, to absorb without darnage to them
selves or to the crew. The results from tests over this 
profile correlate with the ability of the vehicle to cross at 
speed such large individual obstacles as banks and ditches. 

A symmetrical double ramp is used, with specification needed 
for slope (in practice 16?7, 21?8 and 26?6 are used), and 
height. The ramp can be made effectively single sided, if so 
wished, by specifying a suitably large height in relation to 
the length of the run. 

Sine-wave 
This profile lS used to excite pitch ln the vehicle and so to 
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test its resonant frequency and damping in this mode. Undue 
pitch amplitudes, accompanied by frequent bottoming on the 
idler or suspension, are f ound to correlate with poor cross
country speed and performance . 

The designer may specify wave-length and amplitude . In 
practice military tracked vehicles are t ested over profi l es 
ranging from 4. 5 m x 50 mm for small vehic l es , to 12 m x 100 mm 
for large high speed vehicles . 

Cross-country profiles 
These profiles ar e derived from stave-and-level measurements 
taken over a variety of terrains at Fort Knox , USA. The ground 
heights , r ecorded at interval s of 1 ft , are stored in a series 
of 11 data files on a magnetic t ape from which the programme 
can retrieve them, one at a time , as requested. The profil e 
between the defined points is taken to be a 4th order curve 
with coeffic ients chosen t o ensure continuity of height and 
slope between successive 1 f t sections. This smoothing , which 
actually occurs due to t he f inite wheel diamet er, track 
bridging ef fec t s , and to deformation of the ground , enables 
simpl ification of the gr ound contact to be made so t hat it may 
be considered as being at a s ingle rigid point below t he wheel 
centre. 

The nature and severity of the terrain can be judged from 
spectral density analys i s that has been made on them, or from 
calculated values of coefficient of roughness . These range 
f rom 1. 7 x 10- 4 over mild grassland to 12 . 8 x 10- 4 over rocky 
soil. For compari son , a val ue for a UK mi nor road might be 
0.052 x 10- 4 Labarre [1], and for a USA Highway 0. 014 x 10- 4 

Hedrick and Wormley [2]. 

As a further a id to selection of terrai rr the pr ogr amme offers 
the designer a visual display showing either a 15 m or 75 m 
l ength of profile (Fi gure 3) . 

G F t PLOT OF PROFILE HUMBE~ I 

~I 

Figure 3 Terrain profi le displ ay 
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5. VEHICLE PARAMETERS 

The following vehicle parameters need to be specified: 

Sprung mass This is taken to be centrally placed with respect 
to the wheel-base. 

Unsprung mass This consists of the wheel and part of the 
suspension supported by the tyre. Its importance lies in its 

influence on maintainance of ground contact. 

Wheel-base of a wheelell. vehicle, or length of track on the 
ground in the case of a tracked one. This influences the 
pitch behavi:mr, but too high a value is precluded for a skid
steered vehicle due to difficulty this produces in achieving 
a turn. 

Pitch radius of gyration of sprung mass. This again effects 
the pitch response. 

Number of wheel stations These are taken to be equi-spaced 
and any number may be specified. For wheeled vehicles tbe 
maximum practicable number is 4, but on tracks up to 7 will 
be found. 

6. SPRINGS 

Military tracked vehicles nearly all use transverse torsion bar 
springs, acting on trailing wheel arms. These offer an 
essentially linear wheel rate 1Üth no built-in damping. 
Alternatively there is a move towards the use or nydrogas 
springs which, besides producing an inherent rising wheel rate, 
are externally mounted and thus do not take up armoured volume 
and raise the silhouette. 

The designer is offered an initial choice of either torsion 
bar or hydrogas springing. However, the former covers in 
practice any system that gives an essentially linear wheel 
rate. The wheels are assumed to move vertically, ie the 
effect of any change of geometry lS ignored. 

The following parameters need to be specified: 

Bump travel of wheel ( static to bump stop contact). If no 
bump stop is fitted then whatever practically limits upward 
wheel movement is substituted eg hull contact. 
This is the most important parameter for a suspension. It is 
limited by space available, the width of the hull (in the case 
of torsion bar), the hull/grcund clearance, and problems with 
track tension. Current values attained range from under 100 mm 
for some logistic vehicles, up to nearly 400 mm for Main Battle 
Tanks. 
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Rebound travel of wheel (static to rebound stop contact). 
If no rebound stop is fitted some reasonable value eg 
1/3 x bump travel may be substituted; results are not sensitive 
to this variable. In the case of a tracked vehicle the 1catch
ing1 effect of the track beneath the wheel can be estimated 
instead. 

S rin reaction factor (wheel load at bump stop contact/static 
load • This parameter is a measure of the ability to absorb 
large impacts without bottoming; it lS the number of g's at the 
station before this occurs. How large it may be made is 
limited by 2 factors. For a linear spring the implication of 
increased stiffness will be accompanied by increased natural 
frequency and greater force transmissibility over the range of 
travel; a large reaction factor will also result in high stress 
in the system, and the programme checks this out (see below). 
A typical factor is 2.5 - 3 for transverse torsionbar and 
4-5 for hydrogas. 

Bump and rebound stop stiffnesses These are seldom known very 
precisely and an estimate is usually sufficient. If too 
high a value is chosen (eg to simulate metal-to-metal contact 
with the hull), problems may be encountered with stability 
of the model and the programme step length may need to be 
reduced. If a 2 rate suspension is used (eg torsion bar plus 
volute spring), then the characteristic of the helperspring 
may be substituted for that of the bump stop. 

TYre static deflection This is a measure of the tyre radial 
stiffness. The ride of tracked vehicles is not usually 
sensitive to this parameter, although it may be expected to 
play a significant part in the case of a wheeled one. 

To enable the designer to review the implications of his choice 
of spring characteristics the programme will now present a 
number of calculated parameters. Figure 4 shows 3 typical 
displays, covering the parameters of a light tracked vehicle, 
its torsionbar springs and its dampers (see Section7 ). 

a. Force vs Displacement characteristic of spring and 
bump stop. 

b, Principal mode frequencies of the hull. (ie in 
bounce andin pitch). Theseare around the static 
position in the case of the non-linear hydrogas 
spring. Frequencies of much more than 2 Hz are 
indicative of a hard suspension that is likely to 
transmit an uncomfortable degree of disturbance to 
the hull on irregular ground. A pitch frequency 
much below 1 Hz is likely to result in undue 
pitch amplitudes when braking and changing gear, or 
traversing critical wave-lengths. 
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t>* MENU OF VEHICLE PARAMETERS *** 
Input ~our values for e~ch para~eter in turn. 

Sprun9 "ass (tonne) 6.75 
Pitch radius of gyration of sprung "ass (M~ 1.42 
Unsprun9 Aa.ss/whee1 Ctonne) .12 
HuMber of wheel stations 5 
Wheel-base (M) 2.49 

111 MENU OF SUSPENSION PARAMETERS <SPRIHGSl 111 

IdenticoJ.l :Suspension unit~ dt each whee:l station lolill be 
a:s:suned~ with the wheels equi-spaced, and the centre of 
sprung ~ass over the centre of the wheel-base. 

Select type of spring: 
1. Torsion bar 
2. Hydrogas 

Enter nuMber selected: 1 

Enter the follouing paraMeters: 
Bul'lp travel (M) ~ • 293 
Rebound travel (M) ~ .192 
Hheel Ioad at buMp / static Ioad = 2.6 
BuMp stop stiffness CkH/~) = 599 
Reboundstop stiffness <kN/M) = 599 
Tyre static deflection (") = .91 

Bar length is taken as (M) 1.249 
Hheel arM is taken as (!1) 9,386 

bar· dia. (11M) =32.986 
bar stress !MPa) = 940 

Hu 11 nat•Jr·a 1 
bounce<Hz) 
pitch <Hz) 

freQuenc ies Qre: 
1. 399 
0.868 

spring characteristic 

(9.1") 

Ul HEIW OF SUSPEHSIOH PARAMETERS <DAMPERS) :tU 

DaRpers need not be fitted to all whrel slations. 
En~er ho~ H~ny 5tdtions have da~pers: 2 
Enter station nunbers to which da"pers are fitted: 1,5 

Enter the fallowing ParaMeters: 
Da.,per rate at wheel <kH S/") • 4 
Da.,per force at blow-off / static Ioad = 1.5 

Hu11 dQMping ratios are: 
bounce 9.33? 
pitch 9.289 

da~per characteristic 

15-39 

Figure 4 Displays for a light tracked vehicle and suspension 
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c. Limiting spring parameter values for: 

(i) Transverse Torsion bar. The bar length is 
taken as half the wheel-base, and the length 
of trailing arm to be 0.62 x wheel centre 
distance. On this basis the maximum shear 
stress is computed. The limit for this, 
using the latest steel and manufacturing 
technology, is about 1.1 GPa. 

(ii) Hydrogas. Here the limit is imposed by the 
pressure/cylinder bore combination. Current 
technology uses pressures up to about 0.5 kbar. 
On this basis, and assuming a typical 

7. DAMPERS 

leverage ratio between wheel and piston of 3.5, 
the cylinder bore is computed. This must be 
compact enough to fit into the space allocated 
for it. 

Initially the designer may specify those wheel stations that 
have dampers fitted. On tracked vehicles with torsion bar 
springs these are often limited to the first and last, where 
they have most effect in pitch; hydrogas units have intrinsic 
damping and thus are effectively damped at all stations. 

Dampers are assumed tobe viscous, ie offer a force at the 
wheel proportional to its velocity, up to a certain limiting 
velocity, whereafter the force remains constant. The 
characteristics in bump and in rebound are taken to be the 
same. 

The user can specif·y 2 parameters to quantify this behaviour: 

Damper rate This gives the force per unit wheel velocity. 
It needs to be high to control resonant amplitudes (especially 
in pitch), and to aid the spring in preventing bottoming over 
large bumps; however, if made too high there will be undue 
force transmission to the hull over normal terrairr and a 
potential overheating problem. The effect that a given damper 
will produce will depend upon the size of vehicle to which it 
is fitted and the wheel rate. For this reason it is usual to 
quantify the amount of damping as the 'damping ratio' for the 
vehicle. 

Damper reaction factor (wheel force at damper blow-off/static 
wheel load). This will be additive to the Spring Reaction 
Factor in giving the total number of g's that a unit can take 
without bottoming. It is limited by a pressure relief valve 
set to prevent darnage to the damper. For a telescopic damper 
a figure of only 0.2 - 0.5 is usual; for a rotary damper or 
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one built into a hydrogas unit, values up to 1.6 have been 
produced. 
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To enable the User to review the implications of his choice of 
damper parameters the programmewill now present (see Figure 4) 

a. Force/Velocity characteristics. 

b. Principal mode damping ratios (ie pitch and bounce). 
Values less than 0.3 are not generally found to be 
satisfactory. 

8. OUTPUT PRESENTATION 

To provide the basis for an objective assessment of the Ride of 
the vehicle following a run, the User is presented with 
collected data which may be in any or all of 3 forms. These 
are: a plot showing variation of a chosen parameter with 
distance, a table of critical values, and a Probability 
Density Function (PDF) histogram of acceleration. 

Initially a choice is offered from 6 parameters for the plot. 
Depending upon which of these is selected, and upon which of 
the 3 terrains has been chosen for the run, the remainder of 
the output will follow. 

Plot parameters 
Whichever parameter lS chosen, a plot of the ground profile 
will be produced as well. As the run proceeds, and the 
vehicle advances, the front wheel and the ground profile will 
be plotted in the same position along the x-axis; the plot of a 
measurement relating to any point on the vehicle will then be 
displaced horizontally by the correct amount in relation to the 
front wheel, eg the plot for the last wheel will appear behind 
that for the first by the length of tbe wheel-base. 

Displacement and Acceleration of road wheels will appear with 
traces for successive wheels having their origins displaced 
upwards by an arbitrary amount, simply to aid clarity. These 
plots are generally used if a detailed study of the succession 
of events over a sinßle obstacle is required, perhaps to 
identify the cause of a particular acceleration peak, or to 
validate the programme agairrst actual measurement. From the 
displacement it will be clear when a wheel leaves the ground 
and lands again; acceleration will be heavily dependent upon 
tyre stiffness, and the amplitudes of its high frequency content 
need to be treated with caution. 

To further assist understanding of behaviour the designer may 
choose to have the graphs annotated to show whenever the bump 
(t) or rebound (.)stops areinoperation, or the damper blow-off 
pressure has been exceeded (J). 
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Vertical displacement of centre of sprung mass (CG) This plot 
also superimpose a line, corresponding in length to the wheel
base, and rotated by the angle of pitch; this will appear 
at intervals equal to the wheel-base. 

Vertical acceleration of centre of sprQ~g mass This is the 
parameter most generally chosen for study. As with the wheel~ 
amplitudes of 'spikes' due to say bump stop contact, are 
safer considered relatively rather than absolutely. 

Acceleration components of other hull stations This enables 
the accelerationat points on the hull, apart from the CG, to 
be studied; eg the various crew positions (in particular the 
driver and commander of an AFV receive very different motions). 
The designer must specify the coordinates of the point chosen 
relative to the pitch axis; this in practice is generallynot 
far from the centre of sprung mass. The programme will 
compute the horizontal and vertical components of acceleration, 
accounting for centripetal and pitch acceleration contributions 
and for pitch angle. It assumes a constant horizontal velocity 
of the CG. The trace for the vertical acceleration is 
distinguished periodically by the appearance of an upward 
pointing arrow. 

Forces in suspension This quantifies the contribution made by 
the spring, the damper and the stops to the tutal ground 
reaction on the front unit. The principal use for this will be 
to provide an input for the detailed design of the suspension 
components eg wheels and linkages. The front unit is chosen 
as being invariably the most highly stressed. The 3 forces at 
the wheel may be referred backtofind the corresponding forces 
in the spring, damper and stops, and hence the loads on the 
parts of the suspension on which these bear can be assessed. 
The programme produces plots of the forces on the 3 components 
concerned, annotated at intervals to distinguish them. 

Table of critical values 
Parameters that are included as appropriate: 

Maximum forces in the front 
encountered during the run. 
stressing of components. 

station spring, damper and stops 
These are needed for detailed 

Maximum acceleration at CG This is limited by human response 
to shock. A working value for this limit is 2.5 g, but rate of 
repetition will also play a part in other than single obstacle 
cases. 

RMS of acceleration at CG This is limited by human response to 
vibration. Although ideally this measure of mean acceleration 
should be weighted to account for variation in human 
sensitivity with frequency, it will still provide a useful 
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criteria for comparative assessment of successive rungs over 
the same piece of terrain in its unweighted form as here. 

Maximum acceleration aomponents at a selected hull station 

RMS of acceleration components at a selected hull station 

Mean damper power will give a measure of the heat dissipative 
properties required of a damper, designed to have the 
characteristics chosen in Segment 5, under the terrain and 
speed conditions of the run. 

PDF histogram 
A histogram of the PDF of the vertical acceleration at any 
chosen point on the hull may be presented, This takes the 
form of an acceleration scale along the x-axis, divided into 
0.1 g bands. The PDF, plotted along the y-axis, then gives 
the probability of the acceleration at any instant lying 
within a particular band. The area under the histogram will 
evidently therefore be unity. Its interpretation should 
give a measure as to how well the design has achieved the 
compromise between having sufficient hardness to avoid 
bottomingand shock over large bumps, and offering a soft 
suspension to minimise transmitted disturbance over small 
irregularities. This is illustrated in Figure 5. 

'Perfeet' 
Suspension 

IL. 
0 
IL 

'sott' 
Suspension 

'g' Ievel bands 

'Hard' 
Suspension 

Figure 5 Examples of PDF histograms 

9. RUNNING THE PROGRAMME 

Run times depend upon the number of wheel stations and the 
iteration time interval chosen. The latter defaults to 3 ms; 
this is found to be a good general figure. If tyres and stops 
are relatively soft, time may be saved by setting a somewhat 
larger value;if taken to excess unstable oscillations on the 
acceleration outputs will appear. A rough estimate of likely 
run times on the Tektronix 4052 computer can be formed given 
that, using a typical tracked vehicle, the computer model 
speed is about equal to the actual speed/100 (eg if an actual 
speed of 10 m/s is being simulated over a run of 20 m, then the 
computer run time will be very approximately 200 s). 

As an illustration of the running of the programme consider 
again the light tracked vehicle whose parameters and suspension 
characteristics were given in Figure 4. The vehicle is to be 
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subjected to a 20° ramp test at a speed of 30 km/h. Figure 6 is 
a composite of 3 screen displays which tagether show the motion 
of the wheels and hull, tagether with a table of maximum values 
attained. It may be noted (from the top plot) that the fitting 
of dampers with a high reaction factor to the end stations has 
resulted in these absorbing this large obstacle by damper 
blow-off (!) rather than bump-stop contact (t) such as has 
occurredon the undamped second and fourth stations. This 
would account for the relatively low doubleshock 1.27 gwhich 
hasoccurredtwice on the impact of the first and then the last 
wheels with the ramp; between these times there has been a 
brief period of weightlessness which has been repeated as the 
front takes off over the top of the ramp, (see lowest plot). 
The pitch attitude changes during this time are indicated on 
the middle plot, which also shows that very little displacement 
of the centre of sprung mass has occurred; this may well not be 
the case at some other position on the hull, such as the 
driver over the front wheels. 

To illustrate this the acceleration components at this position 
are shown in Figure 7. The driver is seen to suffer a vertical 
shock which has increased to 1.69 g, although his position 
low down in the hull has kept the horizontal acceleration level 
down; this would not be so for his commander seated high up in 
the turret. The advisability of wearing a restraint harness 
is indicated by the negative values reached. 

Figure T also shows the forces occurring in the suspenslon 
components of the front wheel station. On this particular 
run there has been no bump stop contact (b), the damper blow
off on both bump and rebound is clearly indicated (d); whilst 
the change in spring force(s) to compression (on impact with 
ramp), expansion (on clearing apex), and recompression (on 
landing again) may be noted. 

Finally, in Figure 8, the vehicle has been run for a short 
distance at 4o km/h over moderate cross-country terrain; the 
road wheel displacement only being illustrated. The resulting 
ride is at the extreme limit of tolerance, with the front half 
of the vehicle off the ground for a considerable distance 
(note the reboundstop contact (.)), resulting in a 2.6 g peak 
shock and an rms acceleration of O.do4 g. Of note is the 
damper power dissipation of over 5 kW· which might well 
preclude any further increase in the rates of these components. 
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HaxiMu~ values of: 
spring force/static Cl1> 
buMP stop force/5tQtic Cl!) 
dQMper force,static (11> 
acceleration at G (g) 

• 2.~~ 
• 9 
• I. 49 
• 1.27 

(g) 

1. Displace"ent of road wheels 
< speed • 39k•vh ) 

'" 

3. Disp1ace~ent cf centr~ of sprung "ass 
(Speed M 39k"/h) 

4. Aceeieration of c~ntre of ~prung ~ass 
(speed • J9k"/ h ) 

Figure 6 Motion of light tracked vehicle over 20° ramp 
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Hnxi"u~ valu~s of: 
spring force,static (II) 
bu"p stop force/statlc (II) 
da"per force/statlc <tl) 
acceleration at G (g) 
accn at point A <~ g) 

<t g) 

• 2.55 
• 9 
• 1.49 
~ 1. 27 
• 9.41 
• 1.69 

5 . Ace e i erat ion <x,~) of deflned point A 
<speed • J9k,./hl 

y 
datic 
:f prin~ 
i odd 

6. Forces o~ front susp~nsion 
<speed • 39k•vh) 

s•spring d~da"per b• stop 

Figure T Driver acceleration and Suspension Forces 

"G~i"~" values of: 
sp r ing forcR/ ~ta.tt.c ( ll) 
bu.,., • top Iore c / s t a t1 c < II J 
da"pcr force/statlc (II) 
accolcration at G ( g) 

RKS (g) values of: 
QCC~ I c r a.tion a.t G 

H•an Power <II da."per <kW)) 

• 3 
• 3.86 
• 1. 49 
• 2.6 

• 9.884 
• 5.44 

2 LPDF fo r accn at G (l/g) 

1. Dlsp\oce,.ent of road whee\s 
< spu:d • 48k1V h J 

Figure 8 Movement over off-road profile 

0 
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RANDOM SIGNALS ANALYSES APPLIED TO VEHICLE-TRACK INTERACTION. 

C. Esveld 

Netherlands Railways 

The inter-relations between vehicle and track can be described in terms 
of transfer functions, indicating how the various geometry components 
contribute to a given response component of the vehicle. In conventional 
approaches use is made of mathematical models, based on a schematisation 
according to masses, springs and dampers. As a rule, the predictive merits 
of such models turn out to be small, due to the impossibility of accura
tely determining the model parameters. 
The method described in this article starts from measured geometry signals 
(input) and a corresponding response signal of the vehicle (output), be
tween which transfer functions are established with the aid of the MISO 
method (Multiple Input, Single Output). This method is based on the theory 
of random signal analysis and, as far as the application to the interaction 
between vehicle and track is concerned, it was suggested for the fir~t time 
in [ 1]. · 
In addition, this article presents a possible solution for real dynamic 
measurement of vertical and lateral wheel/rail forces through measuring 
wheelsets using MISO. 
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1. Introduct ion. 

Track geometry forms an important aspect in the assessment of track qua
l i ty. Tracks are laid according to a design geomet r y. Due t o the wheel/ 
r a il forces exerted under train traffic the g eometry deteriorates and 
consequently will gradually start dev iating from t he design values . This 
l e ads to the requirement of corrective measures t hrough track maintenan
ce. The geometry components commonly considered as degrees of freedom of 
a track are r epresented in figure 1.1. 

MISO TRACK GEOMETRY COMPONENTS 

EVEL 

Fig . 1 . 1 

------fC:ANT 

~ 
IS 8.3 

About 10 years ago Netherlands Rai lways started an t he digita l ana
lyses of track geometry signals, reco rded by a track recording car . 
At first the calculations were on l y a imed at computing mean values and 
standard deviations. But before lang, the Fast Fo urier Transform (FFT) 
was i ntroduced, enabling power s pec tra to be determined. This was fo l 
lowed by an ext ension to the calculation of t he inte r - relations between 
1 input and 1 output wi th applications especiall y in the field of essess
ment of track maintenance methods, comparinq between situations prior to 
and after maintenance operations. The theor y and the relevant applica 
tions are described, amongst other thi~, in [1 ] and [2]. 
These re ferences also describe the Operat ions to be car ried out 
for digital data processing such as analog f i l tering to prevent alia
s ing, digital filtering [ 3], tapering, FFT procedure, ensemble avera
ging, frequency smoothing, e tc. One of the problems in analysing track 
geometry s ignals concerns the combinat ion of individual results for 
each component to an overall quality index . An obvious solution con
sists in choosing the car body acceleration , being a standard of ri-
ding comfort, as a starting point. The problern is then focuse d an the 
question how the relationships between track geomet ry components an 
the one hand and car body acceleration , defined in a given way, an 
the other, can be plotted according to a practical method . In view of 
the problems i n applying mathemat i cal vehic l e mode l s referred to be-
fore, NS have decided, by virtue of t he proposals made in [1], that the 
MISO method should be c hosen as a starting ~oin t for further developments . 

The Office of Research and Experiments (ORE ), wh i ch co- ordinates railway 
res earch in Europe, a lso adopted this method for a number of track/ train 
interaction studi es carried out b ij Committee C 152 , and has meanwhile pu
bl ished the reports [4], [5] and [6], dealing with MISO-calcula t ions ap
pl ied to measurements taken by various Railways . 
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The present article aims at giving a survey of the MISD-theory, supplemen
ted by a number of applications, de~ling, above all, with measurements ta
ken according to the new inertial track recording system BMS of NS. Finally, 
the article briefly reviews the procedure according to which the NS Per
manent Way Department thinks to incorporate the MISO results into the BMS 
system and also how the Rolling Stock Department could use this method in 
assessing dynamic vehicle behaviour. 

2. Basic principles for 1 input-1 output. 

Since the primary object of this article consists in giving a survey 
of the main trends of the theory, without entering into all sorts of 
minor details, no derivations will be discussed. As far as details 
and more basic considerations with respect to the theory are concer
ned, reference is made in the first place, to the Standard work by 
Bendat and Piersol [7] and to references [1], [2] and [6], which, in 
addition to practical implementations, include information on rail 
applications. 

The theory of random signal analyses distinguishes between the time 
domain (for dynamic processes) or spatial domain (for geometrical pro
cesses) an the one hand and the frequency domain an the other, the 
frequency being composed of the reciprocal time or the reciprocal dis
tance for dynamic and geometrical processes respectively. Though in 
the following text, the magnitude t is used as a variable of time in 
the formulae, the distance may be imagined, too,for this. Likewise, 
it applies with respect to the frequency f that this may represent 
both the reciprocal time and the reciprocal distance. As a matter of 
fact, the variables time and distance are interlinked by the running 
speed. 
If the signal x (t) denotes a magnitude in the time domain, the re
presentation in the frequency doma~ 1s obta1ned v1a the so-called 
Fourier00 transform. prov1ded that_~ I x(t) I dt <::oo and consequently 
also _fx, /X ( f) 1 df < oo . Both transforms from and to the time domain 
read as follows 

00 

XCfJ= I X(i) e-i :;:rr f i dt 

X (t) =(X (f> e ,· z:rr{t d( 
-oo 

_.,.. 

(2.1) 

(2.2) 

If these transforms are made digitally this is done with the aid of 
the Fast Fourier Transform (FFT), which is, at present, becoming more 
easily available as hardware facility. 

If the 1 input, 1 output model shown in Fig. 2.1, with transfer func
tion H (f), is composed of linear physical realisable system, the trans
fer function H (f) can be explicitely determined an the basis of 
the system parameters. For a measured input x (t) with the correspon
ding X (f), an output value Y (f) can be calculated for any f as fol
lows: 

y ( f) = H (f). X (f) ( 2. 3) 
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MI SO ~ 
IS U 

X ( t) .---h..,.(T_),......., Y (t) 

X (f) H(t) Y(f) 

1 DEGREE OF FREEDOM 
Fig. 2.1 

If, however, both input and output are measured, it might be wrongly 
inferred from (2.3), that the transfer function would follow from the 
quotient of output and input; however: 

J.-1 (f) i= ycn 
X(f) 

(2.4) 

Both the real and the imaginary parts of the complex Fourier transforms 
have, as a rule, rather an irregular shape. Therefore, recourse must 
be had to quadratic spectral density functions, which must First be 
submitted to an averaging procedure, so as to obtain an acceptable sta
tistical degree of reliability. Only after this may an estimate of 
H (f) be made, tobe discussed later on in the chapter. 

The relationship between input and output is described in the time do
main as the convolution product of h and the input x according to (2.5), 
this complicated procedure being reduced, as already becoming apparent 
from (2.3), in the frequency domain to a simple multiplication. 

00 

y{f) = / htr) x {t -7:) c[[ convolution ( 2. 5) 
-00 

YCfJ = 1-/(f). X Cf) multiplication (2.3) 

ln which h (1:) represents the unit impulse response and H (f) the trans
fer function, interrelated as follows; 

( 2 .6) 

oo • -".{r 
hlr) = f 1-/(f) e' 2 d{ 

-oo 
(2.7) 

From the Fourier transforms, spectral density functions may be deduced 
ln multiplying the two function maqnitudes with each other and by di
viding them subsequently by the record length T. This leads, as a rule, 
to the (complex) cross spectrum Sxy (f) .If, however, y is replaced by 
x, a real ~alued auto-spectrum is obtained. 
In (2.8), X stands for the complex conjugate of X. 

Li-1 
R,xy tr) = T ~oo 

~ X (f) Y(fJ 
T 

~I X{t) y{t+T)db 
0 

(2.8) 

( 2. 9) 
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Here, too, an analog form oF processing is valid in the time domain, 
which leads to the cross correlation Fuction Rxy (7), shown in (2.9). 
From the point of view oF calculation technique, this expression is 
very similar to the convolution process discussed before. In an ab
solutely analog way as in (2.6) and (2.7), Sxy (F) and Rxy (7) are 
interrelated via a Fourier transForm. These expressions are known in 
literature as the Wiener-Kintchine relationships reading as Follows: 

(f) fo.. 0 -iz.7T'/7: 
S>ty = 1\.xy (T) e d"t' 

- 0/J 
(2.10) 

100 l z.7rf7 
IGxy Lr)= 5xy (f) e oi.f (2.11) 

-~ 
An important Feature of the auto-spectra 1s that they are symmetrical 
with respect to the line F = o and that the area equals the variance 
Qi 2 • This is illustrated in Fig. 2.2. 

MI SO 

~ 
IS 8.3 

0'~: j Sxxlf)df: 21 Sxx (t) df 

0 Fig. 2.2 -c:c 

MI SO ~ 
IS 8.3 

MAXIMUM CORRELATION 

p xy (Tm) = Rxy!Tml 
Ox Oy 

WHEN Y(t) IS SHIFTED OVER Tm 
MAXIMUM COHERENCE IS 
ACHIEVED Fig. 2.3 

The cross correlation Function is particularly Frequently applied in 
plotting the shiFt between two signals. The displacement corresponds, 
in Fact, to the place where the maximum correlation occurs. Fig. 2.3 
shows the principle oF this way of consideration. 
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In quantifying the correlation between 2 signals, once more a consi
deration in the frequency domain is applicable, designated as the co
herence ~ 2 xy (f) and a consideration in the time domain, resulting 
in the correlation fuction /' 2 xy (T). These expressions read as fol
lows: 

2 
.2 J Sxy (f) I 0~ ;r;J(f){: 1 '{xy Cf)= ( 2. 12) 

S,ocCf) Syy{f) 

L t. z (2.13) 
fxy C!) = fCx':J. tr) 0~ fry ([)~ 1 

Rxx {o) FC yy fol 

In (2.13) it applies: Rxx (o) =ü'~ and Ryy (o) =O"y 
In addition, it should already be observed here that the coherence 
according to (2. 12) only furnishes sensible information, if the spec
tra Sxx, Syy and Sxy have been averaged according to the rules to be 
discussed in chapter 4. This also applies to the formulae to be dis
cussed now for estamating the transfer function H (f). 
From the relationship between input and output, the following relation 
an a spectral level may be deduced: 

Sxy (f) = 1-1 (f) Sxx (f) ( 2.14) 

From this it follows for the transfer function H (f): 

H(f) = Sxy (f) C2.15l 
Sxx (f) 

The coherence function ~ 2 xy (f) is obtained from: 

2.. 
't xy (f) = H (f) 5xy {f) 

Syy (f) 
( 2.16) 

The NS have made a simulation study of the influence of non-correlated 
constributions to the output on the error in estimating the transfer 
function. This study, published in [5], has shown that about 10% of 
non-correlated data in the output leads to an error of about 10% in 
the transfer function estimate,the coherence being reduced to about U.~. 

Seen from this angle, 
NS now retain a limit 
to which applies that 
a lower ~ xy value 

whilst also allowing for possible other causses, 
value of ~ 2 xy (f) = 0.85. Only estimates of H (f) 

~ 2 (f)~ 0;85, are accepted, est1mates with 
being ~§Jected. 

3. Multiple input, single output (MISO). 

The model shown in Fig. 3.1 shows how the q inputs xi (t), produce, 
via q linear systems, q outputs Yi (t) tagether constituting the over
all output, according to: 

~ 

Y{t) = 2. 
t=1 

y, {t) ( 3.1) 
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MI SO 

INPUT OUTPUT y(t) 

• 

• 

• 

~ 
r ig. J . 1 1s aa 

De outputs Yi (t) follow from the inputs via the convolution products: 

00 

Y l {tJ = f h i tz:) x ( t - -z) a. r 
-00 

(3.2) 

Assuming the process to be stationary, auto- and cross correlation 
functions may be deduced, furnishing after Fourier transformation, the 
following set of equations in the frequency domain: 

~ 

si::; LfJ = ~ sij (f) HJ (f) 
f=1 

(3. 3) 

in which according to (2.8): 

Szy 
1 Xz Cf) YCf) = -
T 

Sij 1 xi (fJ Xj(f) = T 
In matrix notation (3.3) reads as follows: 

(3.4) 

The generation and solution of these q complex equations is discussed 
in chapter 5. However, the formal solution can be provisionally writ
ten as follows: 

(3.5) 
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The reliability of the transfer functions thus estimated follows from 
the multiple coherence function r 2 xy (f), depicting the ratio between 
the output spectrum calculated on the basis of (3.5) and the measured 
output spectrum according to: 

Syy calculated 

S y y measured 

After Substitution this leads to: 

-! H;{f) S;y(f) tH}T{Sx~] 
,:~ = 

Syy (f) 5 yy (f) 

2.. 

a x.':J (f) ( 3. 7) 

Summation in the numerator indicates the contribution of the various 
inputs to the output spectrum. 
In this case, too, it applies that for a reliable estimate 1 2 xy (f) 
must lie in the interval 

(3.8) 

4. Statistical reliability. 

4.1 General consideration. 

In this chapter some attention is paid to random errors Er and sys
tematic errors (bias errors) Eb. 
Systematic errors can be compensated for by correction or calibration, 
according to: 

(4. 1) 

"" 1\here X denotes the true value and X the estimator. If the systematic 
error is negligibly small (Eb < 0.02) and the random error is small 
(Er < 0.10), the 95% confidence interval for Xis given approximate
ly by: 

X (1- .t 6".) ~ X ~ X ( 1 + .t Cr) (4. 2) 

In this chapter, only some main trends are given. For a more detailed 
discussion, see references [7], [8], [9] and [10]. 

4.2 Random errors. 

As stated before, spectral density functions must be averaged, so as 
to keep the random error at an acceptably low value. This averaging 
procedure can be made in two different ways, i.e. either by averaging 
over the records (ensemble averaging), this number amounting to NSEC, 
or by combining a number of frequency components,so-called frequency 
smoothing; this number amounts to NA. The overall number of averaging 
operations n thus is; 
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n = NA -1t NSEC (4. 3) 

The random error in spectral density functions is inversely propor
tional to ~n and it follows from: 

(4.4) 

-) ( 4. 5) 

The random error in the modulus of the transfer functions Hi, deter
mined via MISO, can be approximated according to: 

I H;,/ -) (4.6) 

where: q = number of inputs 
n = number of averaging Operations 
F = 100~ percentage point of the F-distribution 
with n1 = 2q en nz = 2 (n-q) 

tl.x = multiple coherence function between input xi and the other 
inputs. 

From the first term under the square root sign it becomes apparent that 
the number of averaging operations n mustat least be equal to q + 1; 
in practice, the value of n will certainly have to be one order of 
magnitude higher. 
The random error in the argument of Hi follows from: 

(4. 7) 

4.3 Bias errors. 

On the subject of estimating bias errors relatively little is 
For auto-spectra, a Taylor-series expansion for approximating 
error may be applied. This leads to the following formula: 

known. 
the bias 

II .2 
Sxx "" 1 Be. 
-- 3 2 
Sxx B". 

where: Be= resolution band width 

= ~ f = NA 
L 

L = record length 
NA = number of frequency smoothing operations 
Br ="half power point" band width ~ 0.03 m-1 for 

spectra. 

4.4 Summary of random and bias errors. 

(4. 8) 

track geometry 

Dbviously, the requirement made so as to keep the random error and 
the bias error small,are sometimes incompatible, since: 
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(4.9) 

V NA~ A!SEC 
( 4.10) 

• Aversging over frequencies soon leads to large bias errors, whereas 
lang records and a high value of NSEC are attractive, but soon lead 
to measuring problems. 
NS are attempting to adhere to the following maximum values of random 
and bias errors: 

(4.11) 

With Br ~ 0.03 m-1, this leads to the following choice of parameters 

NA = 4 
NSEC = 25 
L = 500 m 

(4.12) 

The distance tobe measured in this case is therefore, 12.5 km. At 
present, NS are adhering to a minimum lenqth of 10 km for their mea
surements. 

5. Numerical aspects. 

The majority of numerical questions forms the subject of a detailed 
description in references [1], [2] and [6]. Despite this, some aspects 
will be explained in greater detail here. 

5.1 Freguency smoothing. 

Smoothing of frequencies should be made symmetrically about thc line 
f = o, so as to preserve the even and odd character of the real and 
the imaginary parts respectively. This aversging is made separately 
for the real part and the imaginary one. In case of odd NA, NA va
lues are always summated and divided by NA, whereas in case of even 
NA, NA + 1 points are considered, of which the central NA-1 points 
are included entirely and the 2 boundary points only for 50?~; the 
sum is once more divided by NA. 

6. Applications. 

6.1 General remarks. 

On NS, the applications of the MISO method are primarily confined 
to the field of interaction between vehicle and track. The method is 
aimed at determining the relationships between track geometry com
ponents, serving as inputs and a vehicle response magnitude, repre
senting the output. 
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The model describing the approachvia MISO is depicted in Fig. 6.1. 
The geometry components cant, level, alignment and gauge constitute 
the input, whereas so far only car body accelerations have been con
sidered as output. 

6.2 Some examples. 

The new track recording car of NS. 

Early in 1983, the BMS track recording system was completed in the 
universal measuring car of NS. This system enables non-
contact measurements of the track geometry to be made and is based 
on the principle of the stabilized platform technique. 
Furtherdetails on BMS are given in (11] 

BMS measures the track geometry in wave bands between 0.5 and 70 m 
and for this purpose uses, inter alia, two accelerometers for measu
ring the vertical and horizontal car body accelerations and a rate 
gyro , measuring the derivative of the car body rotation. The accele
romet ers are located centrically above the measuring bogie. The car 
itself is fitted with the modern Y-32 boqies, assessing a very linear 
charasteristic. Within the scope of the C 152 studies, a MISO analysis 
has been applied to this recording car, where the vertical body ac
celeration furnished by the BMS system is considered as vehicle reac
tion. The results a re given in Figures 6.2- 6.7. 

Figure 6.2 shows the power spectrum of the track geometry component 
level as a function of the spatial frequency f [m-1] and the wave 
length A [m]. The response spectra at 80 and 120 km/h are shown in 
Fig. 6.3. These spectra were calculated from 20 records of 500 m 
length and a frequency smoothing factor NA = 4, so that the bias and 
random errors remain within the limits mentioned in (4.11). 

As an example, Fig. 6.4 shows the transfer functions Hz between level 
and vertical car body response; the other transfer functions are ne
gligibly small. These are, in fact , the primary results of the MISO 
analysis according to (3.5). In agreement with formula ( 2.7), these 
functions have been Fourier transformed, so as to obtain the unit 
impulse respons functions hi of which h2 is illustrated in Fig. 6.5. 
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In this case, too, all other h functions can be neglected, implying 
that only the level contributes to the vertical acceleration. 
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The degree to which the transfer function values are reliable is 
shown by the multiple coherence function (~.y(f), depicted in 
Fiq. 6.6. As stated before, the ~'x.y (f) value should be higher 
Ehan 0.85 if practical applications are to be made possible. On fur
ther analysis of the results, it appears that the y 2 xy (f) value 
only meets this demand in the frequency bands where the measured 
basis signals contain enough energy. This is rather obvious and it 
also explains, perhaps in a different way, why lang measuring sec
tians should be chosen, by preference with the maximum possible varia
tions in the geometry spectra. 
To complete the sequence of computations, the response is calculated 
once more as a function of the distance covered via the convolution 
principle according to (2.5), using the unitimpulse response func
tions previously obtained, and compared with the response signal 
originally measured. Fig. 6.7 contains a graphical representation of 
the calculated and measured signals; the similarity between the mea
sured and the calculated response appears to be remarkable. 

- Y CALCU Al 0 
V ASURFO MSO 

-1mls2 Wm 
COMPARISON OF CALCULATED AND MEASURED 

RESPONSE. USING H-FUNCTIONS ESTIMATED OVER 10KM 

NS TRACK RECORDING CAR 
I GEOMETRY--<:ONVOLUTION--RESPONSE I fi~ 

V=60km/ h 

RDS 

~ 
IS 83 

So as to quantify the deviation between the two signals, the RDS value 
(relative difference between standard diviations) is determined for each 
200 m sub-section and defined as: 

O"'measured U calculated 
RDS = 

Umeasured 
( 6.1) 

This value roughly conforms to the value -~x.y, with respect to which 
the mean value of ~x.y must be imagined over the area in which the ener
gy in the signal is concentrated. 
The RDS value denotes, in fact, the error in ~tandard deviation, if the 
latter has been calculated, using the transfer functions obtained from 
MISO. The quality indices, determined by NS for each 200 m section for 
assessing track geometry are also based on standard deviations. The dif
ficulty of an overall assessment lies in the way in which the various 
parameters have to be combined to an overall figure. The examples given 
here show the possibility of the direct calculation of a response sig
nal from the geometry signals. Such signals provide a much more realis
tic basis for assessing the quality of the track in relation to the ve
hicle response. 

Results of other measurements. 

The last example concerns measurements on two-axled freight wagons of 
the KS design, taken by the Hungarian State Railways (MAV). Despite the 
rather non-linear sprinq characteristic of this type of rolling stock, 
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the coherence turnsouttobe fairly high. Fig . 6 .1U shows the cohe
rence vertically, with a peak value of 0.95 . The response calculated 
according to Fig. 6.11 conforms, in consequence, very well to the mea
sured vehicle response. 
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7. Final remarks. 

The experience obtained from MISO so far s how that the res ul ts gai
ned from t his method lend themselves very well for practical appl i
cations, provided that st r ict rules are adhered to during measure
ments and dataprocessing. The NS Permanent Way Department will use 
the MISO method in the First place t o obtain transfer functions from 
a representative cross-sectional view of t he rolling s tock park at 
various line speeds. These will be implemented in the BMS t r ack re 
cording system, so as to enable the an line computation of the vehi 
cle response during measuring runs, for assessing the track qual i ty . 
The main problern in this development is the on- line processing for 
which ultra- rapid microprocessors will be required . 

However , there is a l so a number of applications i n the fi e ld of rol 
ling stock assesment. Thus, MISO could be an extremely practical re
source for verifying the transfer characteristics of new rolling 
stock categories. This method also offers possibilities in studies 
an the vehicle behaviour. The overall performance can be determined 
with the aid of MISO, a fter which a more deta iled study of components 
could be undertaken with the aid of mathematical model s , whose over 
all behaviour should be chosen such as to agree wi th the MI SO resul t s . 
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2D FINITE ELEMENT ANALYSIS PACKAGE FOR SENSIBILITY ANALYSIS 
IN ELECTROTECHNIQUE 

J.L. Cou\o•11b A. Kouyoumdjian 

Labo.-dToir-e D'Eiectrotechn,q<..~e DE GRENOBLE (LA 355 CNRS) 
BP 46 38402 SAINT MARTIN D'HERES FRANCE 

0 EPITOME 

Techniques calling up CAE are developping in electrotechni
que. And now the results expected from this tool are becoming 

more and more general. In order to preserve the possibilities 
of creativity required in engineering, we are herepresenting 
the means to carry out directly a study of sensi ti vi ty 
in relation to a characteristical parameter of the studied 
object. 

From the fin'i te element formulation, uncertainties 
and the direction of variation of a global quanti ty resul ting 
from mistake or modific8tion of a p8ra~etPr are directly 
evaluated. A few examples illustrate and prove the method. 

1 REVIEVJ : from CAD to CAX 

Computer intended for scientific use became common 
only after 1960 1 CAD (Computer Aided Design) just followed, 
and was linked to the appearance of the first interactive 
systems. The CAD term itself was created araund 1965. 

At the same time, after mechanics, the application 
field of that technique of study was extended to other 
sciences such as electrotechnique thanks to finite element 
formulation generalization. 

After 1975, incredible progresses of graphic consoles pos
sibilities and performances were made; electronics became one 
of the main users of what is tranformed in CAX. Indeed canputer 
aided design, as well as drawing, making, production management 
engineering, ... are included in that designation. 

2 PHILOSOPHY OF CAE : a source of creativity 

At i ts early stages, the future CAE only knew packages 
consisting of a gathering of programs written without relation 
between them. Then it evoluated towards a more and more 
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reinforced integration. Even if we do not go as far as 
to envisage a complete CAX system going from the theoretical 
study of a product to try i t out when coming out of the 
production line passing through the numerical commands 
machines which made the necessary tools to realize the 
product, even if we limit ourselves to C.A.E., the same 
remark prevails. 

It means that the quantity of calculations remaining 
to do by the conceiver is seriously reduced that also 
means that everything concerning the management of the 
various files necessary to calculation-datas, intervening and 
final results files- is totally occulted. Relieved fror;; 
all these burdens, the operator can devote hirnself to h i s 
only work, using for that his vocational expericnce, his 
theoretical knowledge, and his creativity (SABONNADIERE 
JC,l982). 

Thus, when there is not yet scheme of a produc t, this 
one may have already been the object of numerous testings, 
and some non dimensioning characteristics may have been 
determined or chosen. That practice knew such a development 
because it allows to reduce to one, exceptionnaly two, 
scale models, the testings made with real materials, resulting 
in important savings. As to the necessary delays to try 
various alternatives out, they are considerably shorten ed, 
which allows possibly to study unusual configurations, 
a source of technical progress. 

3 HELP FüR DESIGN : sensitivity to a parameter 

3 - 1 - The advantages of such a calculation: 
We have just seen all the freedom owned 

by the conceiver when he defines a product. 
Nevertheless, if the .numerical resul ts, by 
which he estimates the quality and appropriateness 
of his creation in relation with what he wants 
to obtain, must be easily understood by him 
-for instance, i t may be an energy, a force, 
a torque- the calculations which allowed to 
obtain them are very abstruse- solving of partial 
derivative equations-. Anyway the operator 
does not have to know in detai1 the algori thms 
leading to the results. 

Consequently, for a complicated thing, 
and despi te all his common sense, the concei ver 
will evaluate with difficulties the consequenccs
the direction of variation and the intensity 
of that variation- of a modification of the 
datas, or of a gap between thc acceptcd hypotheses 
and the real specifications of the materials. 

The advantage of computing sensibility 
lies in obtaining this information di:-'ectly 
for every main option, the conceiver has no 
more to study a large numbe~" of variants scparately. 
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3- 2- Necessity of a parametrizatian : 
Thus, that is why we set up a tool of parame

trized 2D topological descriptian an a package us
ing the finite element method. ln that way, the 
newpossibilities of results, i.e. senstibility 
analysis, are refering directly the parameter by 
which the operator is interested. 

That package, is written in F~TRAN, accor
ding to the ANSI 77 norm, in order to ensure 
its transportable character, because it is 
real i zed sirrul taneously an two mega-m1n1 32 
bi ts corrputers (Norsk - Data 500 and Apollo 
DN420) 

3- 3- Preprocessor : descriptian of the parametrization 
Even before start ing to describe the 

geometry which will rmke a representatian 
of the product, the characteri st i c parameters 
by which the geometry and physical properties 
are bu i I t , are f orrm I I y descr i bed by nurrbers 
-other parameters, but recursivity is forbidden, 
or canstants-, by ari thmet i es operators (+, 
, * , / , A ) and by u sua I f un c t i on s ( I og , s i n , 

min, .• ), which are fifteen at present, but 
it is possible to add others. 

The forrrule itself is then merrorized, 
and the numerical value of the result is corrpu
ted. ln case of mi stake such as a forgot ten 
parenthesi s, or of iirpossibi 1 i ty for instance, 
the argument of an Arccos higher than 1. 
i t i s pointed out a message, anrl the interact i
vi ty of the package all ows to correct the 
irrproperty or to give up to carry on the opera
t i an. 

lf the new parameter is acceptable, a 
name, left to the user's choice is given to 
it, for instance DU~, TRY, NU, THICKNESS. 
Tha t name i s accorrpan i ed by a short commen t 
in order to specify the exact part of that 
parameter, for the name only rmy be insufficient 
to ensure that mnemonic service. 

Once a parameter has been created, the 
user refers to i t by using i ts name. Afterwards, 
for convenience reasons the interactivity 
of the programme al lows to modify forrrula, 
name and comment, and even to suppress the 
parameter if it is of no use, having the concei
ver changed his mind in the meantime, and 
being the parameter useless. 

The modificatian of a parameter is immedia
tely and automatical ly (figure 1-1 and 1-2) 
transfered to the mesh. That mesh is canstituted 
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F,·j...c.r<. -i · 2. 
AF+u ,....ocl:t:c .. f.;".., ",( 

f"''"'"'"-t~r L , w:+-h 
~urF"'"" S .as a consf.,..,t 

of triangles of 1st or 2nd order, at user's 
wi II, v-.hi eh are autOITElt i eally bui I t for them 
io veri fy the property of being a Delaunay 
t r i angu I a t i on ( COULOf'v13 J . L . , DUTERRA I L Y . , 
rvEUNIER G., 1984). Then, mesh regularisation 
and pal~ameters modifieations ean destroy that 
property v-.hieh is only irrportant v-.hen are 
ereated the inside points of the meshed dOITElins. 

3- 4- Corrputing proeessor : Poisson's ecuation 
That step v-.here is solved, in eleetrOITElgne-

tism, on the field Iaken in aeeount, with 
given boundar-y eondi t i ons, Poi sson 's equat i on 

Vx (·-/\! x A ) ~ J ( 1 ) 
A rragnetie potentiel 
v rragnet ie reluet ivi ty (inverse of permeabi I i ty) 

densi ty of souree eurrents 

i s ent i rel y au t OITEl t i e . On I y the requested 
preei si on for the solution is 
user's assessment. 

The solving ofthat ecuation 
to eorrpute the values of A at 
the mesh i s done by a variant of 
gradient method. 

left to the 

v-.h i eh a I I ows 
the nodes of 
the eonjugate 
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Post processor : exploitation of the results 
ln the dorrain v.here our experimental 

package i s appl i ed, vi z,. el ectrorragnet i sm, 
rragnet i c potential has been given to us. And 
the question is thus, for a given structure, 
described by mean of parameters, being numerical
ly knOW1 these parameters, to preci se to v.hi eh 
parameter we particularly want to deal with. 
That choice is done in the I ist of the parameters 
used in the model, a I ist put up by the program 
to the user. 

After having corrputed the derivative of the 
potentiel versus the selected parameter (COULOMB 
J.L.,KOUYOUMJJIAN A, 1985),the possible exploita-
t i ons are numerous. One of the eas i est t o 
start is the derivative of the v.hole energy. 
The sign of the result gives the direction 
of variation of the energy should theparameters 
value tend to increase, the numeric value 
of the resu I t corrpared wi th the va I ue of energy 
a I I ows us t o det ermi ne i nf I uence in percen tage 
of a srrall variation of the parameter. lndeed, 
by a first order Taylor's development, only 
according to the p parameter, we can write 
for the quant i ty energy W : 

'JW 
W(p) W (po) + gp- (p-po) 

W(p) - W(po) 
i .e. 100 X 

W (po) 

or i f po i s n i I 

p-po 
100 X po 

po (JW 

W\pö) DP 

W (p) - W (po) 
1oo x ----w(pö) ___ _ 100 X p 

W(po) 

po i s given at the beginning 
W(po) is corrputed after the 
partial d;rFerentito~lequation 1. 

or the process, 
solving of the 

_'J_w_ has been just corrputed. 1 t i s 
l)p 

the conceiver 

v.ho introduce directly the parameter variation 
interesting him. 

I f the user wi shes the same type of resu I t 
about an other parameter, he sei ects i t after 
having came back at the beginning of the exploi
tation. 

3- 6- Jllatherratical fomulation: derivative versus 

a parameter 
Nodal values of 

by the finite element 
A have been 

method i .e. 
corrput ed 

by the 
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extrerrnlization of a functionnal. First we 
corrpute the derivatives of A versus the sei ected 
paramet er a t each node of the mesh rerrnrk i ng 
the funct i onna I 1 s a I so ex t rerrn I regard i ng 
both A and p) the parameter. After that 1 such 
quantities as B, the rrngnetic Fl"x can 
be derivated versus p by using the values 
of A, ~ and the operators '\! and \7p, i .e. 

the influence of the variation of the para-
meter upon the way to corrpute a derivative. 

Numerically, even in the 
linear P~<=,ferties, the system 
corrpute -~p i s alwyas I inear. 

al I results concerning a global 
be corrpu t ed, bei ng app I i ed the 
principl e. 

case of 
to solve 

And from 

non 

quan t i t y can 
vi rtual works 

3-7- Non dirnensLormaJ parameter: rrngnetic reluctivity 
3- 7- 1 - Formulation : 

For sirrplicity reasons 
in the formulation, reasons that appears after-
wards, reluctivity has been just a follow 

V (p) = V0 v,.. (ß) . ( 1 + p) 
in the way, giving the value .005 to 

p, at the end of thecorrputingphase, isencrea-
sing v by .5% whatever the B rrngnetic Flux 
is, and the v characteristic rrny correspond 
to a 1 inear rrnterial as weil as to a saturabl e 
one. The derivative of v versus the parameter 
i s then dv 

~p = v 0 vr(B) 

where v(o) is recognized. 
in these conditions, on each finite element 

v.Mere v depends from the p parameter, energy 
and i ts derivative corrputed b<J the same fomula 

d-Nel j . .B 
-=W~d= (fv(b).b.db)d.ll 
dp ~1 Jo 

dWel 
on the others, ---- is ni I of course. 

dp 
By applying the § 3-5 forrrula, we thus 

ends in the value of irrprecision on the global 
quantity energy held in the system that follows 
from irrprec1s1on about v, v.hich is altogether 
useful for the rrnnufacturers give only a few 
points of measurement, spoi I t as a consequence 
by some mistake we can estirrnte, and then 
we deduce a continuous characteristic curve 
only by interpolation. 

3- 7- 2- Exarrple : 
Tha t s i rrp I i s t i c exarrp I e 
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has no other goal than to show a coherent 

result appears at the end, surpriseless for 

it can be obtained without corrputer. 
We create a 1m x 1m square, and as we 

are working in 2.0. Space, we find the results 

for 1m depth when extensive quantities it 

has no irrportance when result is a pourcentage. 
We give it a 1 reluctivity (the air's 

one), and divide it artificially into two 

regions (figure 2). 

w = ~~g 10~ J 
"t .4% 

v,.: I. 

A = i. 

F.j..._re Z. Unce..-fä,.,TJ 

One represents 40 % of the surface, the other 
60 %. The f i rst one wi II be assumed to be 

constituted by a material of uncertain reluctivi

ty. The resu I t i s the one hoped ; a 1 % uncer

tainty on v, Ieads to a .4% uncertainty on 

the global energy value. 

3- 8- Dimentionnal parameter: an other appl ication : 

3- 8- 1 - Fomulation : 
The calculation of the energy 

rerrains unchanged, on the contrary its derivative 

f omu I a t i on i s a I i t t I e more corrp I i ca t ed f or 

we have to take into account the finite elements 

dimensions modification influence. 
As a consequence, we are i nduced 

the foll owing integral, assurning that 
tics of rraterials are I inear. 

to evaluate 
charact er i s 

I = - I~B + H- + HB I j 'dH 'JB 
2. .D.YJ p i'dP 

Q/G/ 
-----)dD. 
r;)p 

Wlere the 
def orrra t i on 
the same 

last term is the expression of the 

of the finite element. Afterthat, 

treatment previously pointed out 
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I eads t o the resu I t • 
3- 8- 2- Exarrple : 

We have chosen, to i I lustrate 
this paragraph, the same 1m x 1m square, 
assumed to have a 1m depth. 
We study the variation of the energy pulled 
by the d i sp I acement t o the top of the bot t om 
side I imi t (figure 3) 

v:. I_ 
' 

t tA=o.T 1 

~V./:+.3'38 104 J 
1.€. + 1% 

We find that if the rreterial is homogenous, 
with a 1 relative reluctivity, a .01 mdisplace
ment, i .e 1 %, I eads to a + 1 % energy varia
tion, being identical thebounda'jconditions. 

3- 9- Extention to other quantities 

3 - 10 -

That exploitation we have just pointed 
out for energy, can obviously be extended 
to mechanical, electromechanical and electrical 
quart' i t i es deduced f rom energy a I ways us i ng finite 
element formulation and leading to fomulas 
indicated elsewhere (particularly in COULOM3 
JL, 1983) The principles to obtain the derivati
ves corresponding to force, stiffness induc
tance, ••• are the same as that w" used previ ous-
1 y i n 3 • 7 • 1 and 3 • 8 • 1 • 

Practical exarrpl e : 
We have chosen a corrpensed DC motor, 

whose motor is 20 cm diameter and air-gap 
1 cm, meshed wi th 1100 finite el ement s. Wi th 
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second order triangles that Ieads to about 

2500 nodes (f igure 5) 

4 FieU of v;rfuo.l nodo./ 
, l,'s p J ... ce r>o<:<,/-S 

3 - 1 0 - 1 - Tran s l a t i on of the rotor : 

We parametrize the coordinaEs 

of the points describing the geometry to provoke 

an horizontal translation L>y rnodif yi ng a 

unique paramet er. Once the f i e l d of di splace

ment s cooput ed (fi gu r e 4, 5 e t 6 for detai l s ), 

we so I ve an a I w ays I i nea r sys t em. The resu I t s 

a r e presen t ed in t abl e I. By an othe r method 
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we should 
to obtain 
them by 
the two 
be hoped. 

solve generally non I inear systems 
less precise results for we obtain 

subst ract i on. The coherence between 
approches is as good as it could 

~;j'-''~ 5 

1'1ajne.f,c. e.lu'po+e.,fi".\ /""~5 oF 
mo.d.,./i2~J exa.Wirle.; w;fh men" 

~or ,·"feracft v. fj 

- c.on 
- ]),.-a\V "'j"'t1 

i 00 rYJ 

Cop, er 

R.Jr-d.'"' 
,qj,-"'.,J,·, 

Recttdrer 

7 

ReLc" to ,,.,,+,;,.) clr&v.l<nj 
7 h!haf <S f'OH; bJ, +o clol) 
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-

--+ 

Table I : Excentrage ; numerical results 

Value of p Energy Difference Mean of 2 
d i f f erences 

Ca I culated 

deri~at ive 
(10 /rrm) 

the excen trage: 
(rrm) (104J) (104J/rrm) (104J/rrm) 

0 
2 
4 
6 

. 504 

. 507 

. 516 

. 531 

3 - 10 -

. 0015 

.0045 

.0075 

• 003 
.006 

2- Physical uncertainty : 

. 278 

. 581 

We have chosen for th~4stator a 

relative rragnetic reluctivi_4v vr= 6.10 and for 

the rotor Vr = 3.5. 10 .The same process 

as described before in 3.7.1. has given the 

resul ts presented in the tabl e-11. Wehavealso 
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giving corrpu t ed the resu I t s by a d i rect way, 
to the reluctivities, assumed to be 
their extreme possible values. We 
both results give quite the same 

I inear, 
see that 

t endency 
and numerical value. 

Table II Physical uncertainties: numerical results 

Reluct ivi ty Ene4gy Di fference D i rect corrpu tat i on 
( 10 J) (%) 

- 15% 510 
+ 1 .19 { si gn negative 

basis 504 
.992 ± 1.12% 

+ 15% . 499 

4 - CONCLUSION : AN ADDITIONAL TOOL FOR THE CONCEIVER 

l!le perfectly see the great number of results Vlhich can be 
obtained by this· way.Our aim, here, was only to show the use
fulness and feasao1lity of such corrputations. Anyway, these 
results may Iead us to foresee the Iransformation ofthe initial 
2D package (SABONNADIERE J.C., MEUNIER G, MOREL B , 1982) al lo
wing ca·lculation into one allowing conception. lt 'is to say 
that it should be able to poinl out the t>est solutio1-1 of the 
problem, as it hds been represented. This approach allr;ws us 
not only to understand sor,-Je phenomena by a new technique, but 
a I so i t s de-eel opmen l I eads t o or i g i na I resu I t s v!h i eh render
ineluctc;ble, we hope, the use of the tool of a rmin help tn 
C.A.E. And all that opens new prospects in mixing i rksome 
corrputations and expert Sjstems. 
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1. INTRODUCTION 
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Linkaga synthesis has always been the most challenging task in 
kinematics. It is therefore natural that a computer can be of 
great assistance to the mechanism designer in arriving at a 
successful solution. Beginning around 1970 several synthesis 
programs appeared which were implemented on mainframe computers. 
Recently the advent of powerful personal computers has made the 
cost of the hardware less of a barrier to a large number of small 
design firms. As a result, several of the larger programs have 
been rewritten to run on small computers. Krouse [1] describes 
the evolution of Micro-Kinsyn [2] and Micro-Linkages [3] both of 
which are currently available for relatively inexpensive 
computers. These programs are based upon Burmester's graphical 
solution for four precision points and use the computer to 
expedite the complex calculations required. 

Shoup [4] evaluates the use of microcomputers for mechanism 
and machine theory problems and concludes that the future is very 
bright. He presents an example of a synthesis of a function 
generator using a spatial slider crank mechanism. 

Wilson and Soni [5] used a microcomputer to synthesize four 
bar linkages for three and four precision points. Their 
assessment of the capabilities is also positive, and they suggest 
extending the applications to include rigid body motion and path 
generation. 

2. THEORETICAL BASIS FOR SYNTRA 

Recently, Barker [6,7,8] has proposed a new method of classifying 
planar four bar mechanisms based upon a solution space concept. 
A typical planar four bar mechanism has a fixed distance between 
the frame pivots designated as R1• The inputbar has a length 
R7 , the coupler length is ~. ano the output bar length is R4• 
In order to eliminate the p~ysical size of the mechanism from the 
discussion, all of the lengths can be divided by R2 to define 
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non-dimensional parameters where 

;_ = 
~ = 
A = 4 

(1) 

The effect of normalizing the link lengths is to reduce a four 
dimensional space to a three dimensional space which will be more 
convenient for what follows. Only finite positive values of the 
!c 1s need to be considered, and therefore the positive octant of a 
~A4 A1 coordinate system would represent every possible 
comöination of link lengths without regard to the scale of the 
mechanism. 

Zero Mobiljty Planes 
Certain regions of this positive octant can be eliminated from 
consideration because of the zero mobility condition. This means 
that a particular bar length is sufficiently large that the 
mechanism can be assembled, but can not move after assembly. For 
example, if the distance between the fixed pivots is equal to the 
sum of the lengths of the input bar, the coupler, and the output 
bar, then the zero mobility condition would exist. Any of the 
four bar lengths may be the langest, and this leads to the four 
conditions 

(2) 
(3) 
(4) 
(5) 

which define four zero mobility planes (#1 through #4 in the 
order given which is consistent with Ref. 6). The zero mobility 
planes reduce the volume of the positive octant which must be 
considered because there are no mechanisms which can be assembled 
on the outside of the zero mobility planes. When the volumes 
outside of the zero mobility planes are subtracted from the 
positive octant, what remains is the solution space. 

Change Point Planes 
The solution space is then partitioned into eight volumes by the 
three change point planes. These planes are defined by the 
condition that the shortest bar length when added to the longest 
bar length is equal to the sum of the other two bar lengths. The 
equations describing the three change point planes are 

1 + ;_ 
1 + ;_1 
1 + ;_3 

4 

(6) 
(7) 

(8) 
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ComoJete Classifjcatjoo 
Each of the eight volumes of the solution space is unique because 
all of the mechanisms represented by points on the interior 
possess a common characteristic in regard to the lengths of the 
bars. It is therefore possible to say that a certain bar is a 
crank, which can rotate through a full revolution, or a rocker, 
which can not complete a full revolution, and have these 
statements remain valid for every mechanism within the volume. 
This leads to the classification system given in Ref. 6. Fig. 1 
shows an exploded view of the solution space and the volumes 1-4 
which represent Grashof mechanisms while the volumes 5-8 
represent non-Grashof mechanisms. The three dimensional 
depiction of the solution space can be represented in two 
dimensions if the viewing orientation is chosen to be toward the 
origin along the line Al =A3 = A4• There are only three typical 
cross-sections of the solut1on space when viewed in this manner 
and these are shown in Figs. 2-4. 

When A, the perpendicular distance from the or1g1n to the 
cross-section, is in the range 1:3/3 to ~~. the shape of the 
cross-section will appear as shown in Fig. 2. When the distance 
is/3, Fig. 3 will be the cross-section, and when the distance is 
greater than 13, Fig. 4 is the correct shape. 

/ 
/ 

/ 

/ 
/ 

/ 
/ 

/ 

/ 

/ 
/ 

/ 
/ 

/ 

)., 

g h 
/ ".-----'----,. 

r----...>. I 
\ 
\ 
I 

e 

Fig. l. Exploded View of Solution Space 

I 
I 
I 
I 
I 
\ 

KEY 

I - GCCC 
2- GCRR 
3- GRCR 
4- GRRC 
5- RRRI 
6- RRR2 
7- RRR3 
8- RRR4 

\ 
\ 
\ 
I , 
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GRCR 

GCCC 

Fi g. 2 Cross-section Where /3/3 < A < 13 

GRCR 

RRR4 

Fi g. 3 Cross-section v!here A 13 
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RRR3 RRR4 

Fi g. 4 Cross-section ~1here >. > 13 

3. COMPUTER IMPLEMENTATION 

The computer program SYNTRA (acronym for Synthesis using Traces) 
is an interactive program which can be used to design Grashof 
planar four bar mechanisms. The prögram is written in Advanced 
Basic and runs on an IBM Personal Computer with 128K memory, one 
disk drive, and Color/Graphics Adapter. SYNTRA is based upon the 
fact that for every property of the four bar mechanism a surface 
exists which joins tagether all the mechanisms which share that 
characteristic property. The surfaces are three dimensional, but 
their trace in a plane chosen by the user is two dimensional, 
i.e. planes such as those shown in Figs. 2-4. Therefore it is 
possible to synthesize a mechanism with certain desired 
characteristics by searching for an intersection of the desired 
traces in a plane whose location within the solution space is 
controlled by the user. In practice, the user inputs the desired 
properties such as maximum and minimum transmission angle, 
maximum and minimum output angle, and extreme value of the 
angular velocity ratio. 

When the desired traces are entered, the computer displays 
the traces for each successive plane chosen by the user. The 
user observes the various trace intersections and guides the 
computer to a location where all of the desired traces intersect 
at a common point. The final step is for the user to position a 
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cross at the common point which then allows the computer to 
display the required link lengths for the solution. Successful 
designs can be achieved quickly, and an extensive knowledge of 
theory is not required to use the program. 

Definition of Desjred Prooerties 
The user defines the characteristic he wishes the mechanism to 
have by assigning numerical values to a list of properties 
provided for each of the four types of Grashof mechanisms, GCCC, 
GCRR, GRCR, and GRRC. Each letter "G" stands for Grashof, each 
"C" for crank, and each "R" for rocker. The order of naming the 
links is input, coupler, and output link. Thus a GCCC is a 
Grashof crank-crank-crank or the familiar drag linkage. 

Once the user has input the numerical values, the computer 
displays the trace of the desired properties. The user then 
interacts with the computer to search for a plane where all of 
the desired traces intersect at a common point. The common point 
represents a solution to the problern if one does in fact exist. 
The locations where the traces nearly all intersectat a common 
point represents a mechanism group which comes close to 
satisfying the design requirements. 

As the number of design specifications increase, the number 
of potential solutions decrease. Experience using SYNTRA 
suggests that the maximum number of independent properties which 
can be exactly achieved is three. If more than three properties 
are specified, then all solutions found will be a compromise 
solution. Many compromise solutions can be found which are 
completely satisfactory solutions for design purposes. 

Aoalysjs Caoabjlities of SYN]RA 
After a mechanism has been synthesized using the interactive 
features of SYNTRA, the user may wish to analyze the motion of 
this particular configuration. The program has this capability 
and for any Grashof mechanism it can compute position angles, 
angular velocities, and angular accelerations for a full cycle of 
motion. These results are displayed on the screen and it is 
possible to obtain a hard copy of the results using the graphics 
printer. In addition, the analysis portion of SYNTRA allows the 
user to generate coupler curves for up to nine chosen points in 
the coupler. The coupler curves are displayed on the screen as 
well as an animation of the mechanism itself. The analysis 
capabilities of SYNTRA were described in detail in Ref. [11]. 

4. EXAMPLES 

The following examples illustrate the program capabilities. It is 
difficult to explain the exact sequence of steps followed to 
reach the final design because of the interactive nature of the 
program. Also in most of the examples, the solution obtained is 
not a unique solution so that there are other mechanisms which 
would satisfy the design requirements. The examples focus on the 
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GCCC and GCRR types of Grashof mechanisms, since these are by 
far the largest classes used in industrial practice. 

COUPLER 

! 

\ I 
\ I 

\ T2 - T4 I 

~ 
\ I 
\ I 
/ 

Fig. 5 Terr.1inology 

TRANS 
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Examole One 
The terminology to be used in the examples is shown in Figure 5. 
Six angles are shown in this figure and labelled INPUT, COUPLER, 
OUTPUT, TRANS, T2-T3, and T2-T4. For Grashof mechanisms, the 
designer has no control over the range of three of the angles 
since they will always range from 0 to 2 n in a full cycle of 
motion. The other three angles can be controlled by the 
appropriate choice of the link lengths \ 1, \3, and \ 4. 

For example, for a GCCC the angles T2-T3, T2-T4, and TRANS 
can be controlled. Suppose it is desired that the lag angle 
T2-T4 be a maximum of 74 degrees and a minimum of 34 degrees [9]. 
The program automati ca 11 y sets \ = 5 and p resents a menu of the 
four types of Grashof mechanism for which the user would choose a 
GCCC in this case. Then, as shown in Figure 6 the list of 
maximum and minimum angles appears for the GCCC which contains 
the six values that can be controlled for this type. Notice in 
the figure that a cross is positioned in the center of the 
diagram and that the link ratio data shows that for this location 
the mechanism is a GCRR with \ = \ 3 = \ 4 = 2.887. 

1. Max. 
2. Min. 
3. Max. 
4. Min. 
5. Max. 
6. Min. 
7. Quit 

Select 

GCCC 
TRANS 
TRANS 
T2-T4 
T2-T4 
T2-T3 
T2-T3 

The No ? • 

GCRR 
LINK L~ = 
RATIO L3 = 
DATA L4 -

LaMbda -

Fi g. 6 List of Angl es for GCCC 

2.887 
2.887 
2.887 
5.999 

When #3 is selected and the value 74 is entered, the straight 
line trace shown in Figure 7 appears which extends from the 
bottarn upwards and to the right. All of the mechanisms along this 
trace have the property that angle T2-T4 maximum is 74 degrees. 
The trace shown begins in the GCCC zone (the bottarn triangle in 
the diagram) extends into the RRR4 region and ends in the GRCR 
zone (the upper triangle on the right side of the diagraml. When 
#4 is selected and the value 34 is entered, two traces appear as 
shown in Figure 7, They both start at the upper left of the 
diagram. Of the two branches only the lower is of any interest 
in this example because it intersects the straight line trace 
inside the GCCC zone. 
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1. Hax. 
2. Hin. 
3. Hax. 
4. Hin. s. Hax. 
6. Hin. 
7. Quit 

Select 

GCCC 
TRANS 
TRANS 
T2-T4 74 
T2-T4 34 
T2-T3 
T2-T3 

The No ? • 

I 
-...._\ . I / 

\0, + I / 
\·~ / / 

'\. I / \\ // 
\\,I / 

>· ~/ 
GCRR 
LINK Ll = 
RATIO L3 = 
DATA L4 = 

LaMbda = 
2.887 
2.887 
2.887 
5.000 

Fig. 7 Traces for Example One 
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Once the intersection has been defined, the next step is for 
the user to position the cross at the location where the traces 
intersect. This is accomplished using the cursor control keys on 
the keyboard and an increment size which the user selects. While 
this process is occurring the screen display has changed to the 
format shown in Figure 8. The left half of the screen now has 
six circles shaded to represent the range of the six angles 
defined in Figure 5. Notice that A is different in Figure 8 than 
it was in Figure 7. The reason for this is that the range of the 
transmission angle for the solution ~epresented by Figure 7 was 
very unacceptable. By trying different A1s the final design 
shown in Figure 8 was selected where Al = 0.234, ~ = 0.811, and 
A4 = 0.687. For these dimensions the transmission angle will 
range from 60.8 to 110.8 degrees. 

Examole Two 
In this example additional constraints will be placed upon the 
synthesis as imposed by Tsai [9]. He specified that the lag 
would be the same as for Example One and in addition the maximum 
transmission angle would be 115 degrees while the minimum 
transmission angle would be 65 degrees. When these values are 
entered into the program, and several different values of A are 
chosen, the user will find that a solution does in fact exist as 
shown in Figure 9 where A] = 0.214, ~ = .809, and A4 = 0.625. In 
the process of locating t~is solution several alternate solutions 
are found which do not satisfy the design requirements exactly, 
but which would be perfectly acceptable solutions. By examining 
the neighborhood areund the solution given by Tsai, it appears 
that his solution is a unique solution to the problem. 
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FORM lU 
". .. 

I I ' I I 
I I, 

-
T2-T4 TRANS T2-T3 
34.9 69.8 129.2 
73.9 119.7 153.8 

GCCC 
LINJ< L1 = 9.234 INPUT COUPLER OUTPUT RATIO L3 - 9.811 -9.9 9.9 9.9 DATA L4 = 9.687 369.9 369.9 369.9 LaMhda - 1.999 -

Cont:rol J<eys A:re s - y - N - T - R - A 

Fig. 8 Range of Angles For Example One 

FORM lU 

t ~·I I ' '• ', 
I I I 

I I I I I I I I I, } 1,, I ·. / .. 

T2-T4 TRANS T2-T3 
34.9 65.9 126.2 
74.9 115.1 156.9 

GCCC 
LINK Li = 9.214 INPUT COUPLER OUTPUT RATIO L3 = 9.899 9.9 9.9 9.9 DATA L4 = 9.625 369.9 369.9 369.9 LaMhda = 9.951 

Cont:rol J<eys A:re s - y - N - T - R - A 

Fig. 9 Screen Display For Example Tv10 

Example Three 
Suppose a GCRR mechanism is desired where the maximum anglular 
velocity ratio of the output link to the inputlink is 0.5. The 
minimum angular velocity ratio is to be -0.5 and the transmission 
angle should be in the range 45 to 135 degrees. Figure 10 shows 
the list of traces which are possible for a GCRR. The maximum 
and minimum transmission angle traces are shown in the figure and 
they define a zone within which potential solutions will be 
located. All the mechanisms within this zone possess the 
required range of transmission angle. 
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GCRR 
i.Max. TRANS i35 
2.Min. TRANS 45 
3.Max. OUTPUT 
4.Min. OUTPUT 
5.Max. COUPLER 
6.Min. COUPLER 
7.Max. OMEGA4 
8.Min. OMEGA4 
9.Max. OMECA3 

Ht. Mi n . OMEGA3 
il. Qui t 

Select The No ? • 

\~=t<T 
\ / 
\ / 
\ / 

X 
GCRR 
LINJ< Li = 
RATIO L3 = 
DATA L4 = 

LaMhda = 
2.887 
2.887 
2.887 
5.999 

Fig. 10 First Di sp l ay For Example Three 
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Figure 11 shows two additional traces for the maximum and 
minimum angular velocity ratio. The intersection of these traces 
is within the required zone and hence a solution has been found. 
The cross is positioned in Figure 11 at the intersection of the 
angular velocity traces and the link dimensions are read as Al= 
5. 226, A3 = 4.773, and A4 = 2. 086. Using the analysis portion of 
SYNTRA snows that the maximum angular veloc i ty ratio is 0.491 and 
the minimum is -0.494. These values are very close to the 
desired values. In add i tion, the transmission angle is in the 
range 63.3 to 127.5 degrees. 

T2-T4 
9.9 

369.9 

INPUT 
9.9 

369.9 

FORM lU 

( 

.. 
I 

I 

TRANS 
63.3 

i27.5 

_..,.-

') 
/ 

~ 
\, ... 

~ 

COUPLER 
il.i 
35.4 

T2-T3 
9.9 

369.9 

--........ 

{ \ 
I 

\, .. I 

.-· 
OUTPUT 
87.9 

i44.6 

GCRR 
LINJ< Li = 5.266 
RATIO L3 = 4.773 
DATA L4 = 2.986 

LaMhda = 7.999 
Control J<eys Are S - Y - N - T - R - A 

Fi g. 11 Second Displ ay For Exampl e Th ree 
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ExamoJe Four 
SYNTRA can be used to perform a kinematic analysis of any of the 
Grashof mechanisms which are synthesized. The analysis 
capability can also be used to study mechanisms obtained in other 
ways. For example Savage & Suchara [10] present an example where 
they synthesized a GCRR to have a max imum angular velocity ratio 
of 0.3 and a minimum of -0.5. In their approach the optimum 
minimum transmission angle for this case would be approximatel y 
40 degrees and this leads to link dimensions of 0.49, 1.05, 1.61, 
and 1.5 for respectively the input, coupler, output, and frame. 
Theseare equivalent to A1 = 3.061, A3 = 2.143, and \ = 3.286. 
When these values are entered into the program, the 3isplay shown 
in Figure 12 results . 

T2-T4 
9.9 

369.9 

FORM tU 

,. 

'· 

; 

TRANS 
37.7 
94.5 

•. 

INPUT COUPLER OUTPUT 
9.9 48.2 121.9 

369.9 199.6 159.9 
Cont~ol Keys A~e S -

GCRR 
LINK L1 - 3.961 -
RATIO L3 = 2.143 
DATA L4 = 3.286 

La.Mhda = 4.992 
y - N - T - R - A 

Fig. 12 Screen Di sp l ay For Examp l e Fo ur 

This figure shows that the transmission angle will have a 
range from 37.7 to 94.5 degrees. The coupler angle will vary 
between 48.2 and 109.6 degrees , and the output angle will cover 
the range 121.0 to 159.9 degrees . The traces for the max i mum and 
minimum angular velocity ratio and the minimum transmiss ion angle 
all intersect ve ry near to the location of t he c ross . The 
results of Savage and Suchara have therefore been shown to be in 
agreement with those obtained here. 

In addition, the program will analyze this GCRR for a fu l l 
cycle of motion and display the angles COUPLER (Theta 3 ) and 
OUTPUT (Theta 4) versus INPUT (Thet a 2) for a full cycle of 
motion as shown in Figure 13. The angular veloc ity and angular 
acceleration of the coupl er and outputlinks areal so computed 
and di s played as shown in Figures 14 & 15 normali zed with respect 
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to the constant rate of rotation of the input link. From Figure 
14 the maximum and minimum angular velocity ratio are very close 
to the values 0.3 and -0.5 as given in Ref. [10], 

Figure 16 shows the result of the user selecting four points 
in the coupler of the GCRR of this example. SYNTRA allows up to 
nine points to be selected at any desired location in the 
coupler. Here the four points were chosen along the axis of the 
coupler. Points A and B were taken 4 and 5 units in one 
direction away from the pin joint between the coupler and input 
link. Points C and D were taken 3 and 4 units in the opposite 
direction away from the same location. 
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5. CONCLUSION 

The program SYNTRA described here is a useful tool for the 
dimensional synthesis of planar four bar mechanisms. The 
organization of the program allows the user to quickly arrive at 
an acceptable solution to his design problern if such a solution 
does in fact exist. The user does not have to be an expert in 
the theory behind the program to use it successfully. 

The utility of the program is being enhanced by the addition 
of more traces. For example traces for time ratio will be added 
to the GCRR list. Maximum and minimumangular velocity ratio 
will be added to the GCCC list. Numerical results show that 
traces aiso exist for extreme values of angular acceleration. 
When these enhancements are completed, the program will represent 
an extremely useful design package for kinematic synthesis. 
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THE USE OF THE FLUID FLOW PROGRAM PHOENICS IN 
ENGINEERING DESIGN 
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INTRODUCTION 
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ln recent years the use of computational methods to solve fluid flow 
problems has increased enormouslyo The problem-solving needs of 
the aerospace and nuclear industries. and the availability of 
suitable computers. led to the development of the numerical 
techniques which are required to solve the governing equations 0 

There use. however. has now spread much wider. and includes 
environmental flows. process equipment. car aerodynamics. glass 
and meta! flows and many otherso 

ln their infancy. computer codes for fluid flow analysis generally 
required the insight of their originator in order to obtain useful 
resultso This situation reflects the degree of expert knowledge 
required to write such a program and. since early codes usually 
simulated a specific process or equipment. the solution method was 
oriented towards the particular flow Situation 0 As experience 
increased. however. it became apparent that a more unified 
strategy was required. and a single. general-purpose code was 
desirableo The main specification for such a code is that it should 
be adaptable to any of the problems normally addressed using 
computational techniqueso lt therefore needs the capability of 
providing solutions for steady or transient forms of the 
Navier-Stokes Equations in one. two or three space dimensions. to 
account for the effects of turbulence and chemical reaction. to 
allow consideration of additional fluid or solid components having 
different veloeitles to the continuous fluid and so ono 

The PHOENICS code. Rosten et al C 1983>. has been designed with 
this specification in mindo lt removes the burden of adapting an 
existing mathematical modal. or worse. writing one from scratch. 
to simulate a required process or item of equipmento lt allows 
engineers. who need not necessarily be weil versed in 
computational fluid flow methods. to develop models of a partleurar 
process and to investigate. for example. the performance and 
effects of design changes on the processo The generar framework 
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which the program provides has thus led to the development of 
more design-oriented models and a movement away from the 
specialised and sometimes difficult to use single-purpose models. 

The purpose of this paper is to illustrate the alternative Ieveis of 
modelling which can be taken using PHOENICS by way of three 
examples of recent areas of application. The first application is to 
a steam condenser. This represents the use of a fluid flow modal 
to investigate the detailed three-dimensional flow and associated 
heat transfer processes taking place in a condenser. ln the 
development of this modal. the attention to the physics of the 
processes and geometrical details has led to computational tool 
which gives the designer enormaus scope for investigating the 
performance of different designs. and the influence of design 
changes. The second example is an air dryer. The purpose of 
the study was to determine whether the existing designs could be 
adapted to provide higher volume through-put without increasing the 
overall size of the equipment. ln this case. a simple 
ans-dimensional modal sufficed. and all that was required was the 
incorporation of suitable heat-transfer and pressure drop 
correlations. The final example concerns the study of hydrocyclone 
performance. ln this case PHOENICS is being used to unravel the 
very camplax flow and separation mechanisms which occur in a 
hydrocyclone by developing hypothetical models of the physical 
behaviour. expressing these in mathematical terms. incorporating 
them in PHOENICS and assessing the performance of the 
mathematical modal by comparison with experimental data. 

STRUCTURE OF PHOENICS 

The PHOENICS code 
achieves its generality by 
separating the 
equation-solving parts of 
the program from those 
which describe the 
particular process under 
consideration. Figura 1 
illustrates the main 
components. A central 
core program. named 
EARTH. is the main 
equation solver and is 
used in all flow 
Simulations. To ensure 
that generality and 
reliability can be 
maintained. it is not 
accessible to the user. 

Figura 1: Main Components of PHOENICS '84 
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A modal of a particular flow situation is built up from a user 
'satellite' program which activates the capabilities of the EARTH 
program. The satellite itself comprises two main sections, SATLIT 
and GROUND. ln SATLIT. the user inserts problem-specific 
information such as the equations to be solved, the geometry, 
invariant boundary conditions. relaxation parameters and printout 
specification. 

ln the GROUND section, any additional information which requires 
interaction with the iterative calculation is inserted. Inputs provided 
through GROUND might include, for example, particular physical 
property formulations, alternative turbulence modelling data. 
flow-regime selection criteria. or correlations for interphase heat 
and mass transfer. 

ln setting up a new problern. a user can create a SATLIT -
GROUND combination eilher through the creation of a "Quick-Input 
File". a Ql file in Figure 1. or interactively through the PIPPA 
facility. The latter method is ideal for new users. as explanation of 
the required items to be set can be studied as one proceeds. 
Either way. the basic modal is developed in the first instance by 
setting appropriate 'switches' for the EARTH program. The 
independent variables are x. y and z C or e> in a cartesian or polar 
coordinate system. A general body-fitted-coordinate facility is also 
available for modelling the flow over streamlined bodies such as 
aerofoils. cars etc. For transient flows. time is also an 
independent variable. 

The user can specify an unlimited number of dependent variables. 
The major ones which might apply to a three-dimensional. 
two-phase problern are: 

"' 
"' 
"' 
" 
"' 
"' 

" 
" 
" 

pressure. p. and pressure correction p'; 

three first-phase velocities. u. v. and w; 

three second-phase velocities. u2. v2. and w2: 

phase volume fractions. r1 and r2 Cand r2"'>; 

turbulence energy and dissipation rate. k and e; 

first and second phase enthalpies. h 1 and h2; 

enthalpies of a third fluid. h3; 

radiation-flux sums. Rx. Ry. Rz; and 

any concentration equations required to simulate chemical 
reactions. C 1. C2. 

The equations for all variables have the common form: 
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where: 

r phase volume fraction: 

p density: 

4> dependent variable: 

v vetocity vector: 

r<t> exchange coefficient (laminar or turbulent> : and 

S<t> = source or sink term. 

Integration of these equations over a staggered grid results in a set 
of finite-domain equations which are sotved in the EAR1H 
program. 

lt is not appropriate in this paper 
mechanics of setting up a PHOENICS 
procedures are fully documented. 
a. b. c. > and many coding examples 
PHOENICS Demonstration Reports. eg 

to attempt to describe the 
modal. save to say that the 
Rosten & Spatding. ( 1985 
are available in the form of 
Glynn and Tatchell ( 1984> . 

Summarising. the program user has at his disposal a means of: 

* 

* 

* 

activating the sotution of equations governing fluid motion 

inserting boundary vatues. and sources or sinks of momentum. 
heat. species etc. 

inserting special laws which might be specific to a particular 
problern. and 

directly manipulating the equations to suit his particular 
problem. 

The remainder of this paper will describe three applications of 
PHOENICS which illustrate quite different requirements of the user. 

APPLICATIONS OF PHOENICS 

( a> Steam Condenser 

Steam condenser models using PHOENICS have undergone rigorous 
development. Initial studies. AI-Sanea et ai ( 1983>. concentrated 
on suitable representations for heat-transfer and turbulence and a 
two-dimensionat. single phase modal was validated against 
experimental Information. This model has been used for design 
studies and has been extended to analyse three-dimensional flows. 

The main features of the three-dimensional modal can be 
summarised as follows: 
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Equations are solved for three velocity components of a 
steam I air mixture. the concentration of steam in a ir. and 
pressure . 

Source terms are included for heat transfer . condensation and 
tube friction based on local conditions . 

The condensate is assumed to disappear. a lthough its effect on 
heat transfer is included through an inundation term in the 
heat-transfer modal . 

1 he effect of local pressure on condensation is included. 
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Figura 2 : Veloc ity Vec tors at 1 hree Planes in a Stea m Condenser 
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The internal features of the condenser . ie tubes . batfies. 
drip-trays and support structures are represented by way of 
wholly or partially blocking cells or cell faces. 

ln parallel with the application of the "single-phase· modal 
described above. the extension of the condenser modal to include 
the effect of the condensate phase is being developed. This 
requires additional equations for the motion and enthalpy of the 
condensate and incorporation of appropriate mathematics to 
describe. for example the droplallliquid film interactions . The 
status of this model developed so far is described in AI-Sanea et al 
(1985) . 
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Figura 3 : Goncentration Cantours in a Steam Condenser 
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A study was performed with the single-phase modal to determine 
the effect on condenser performance of both uniform and 
non-uniform distributions of steam flowing into it. lt should be said 
that the steam flow from the turbine exhaust into the condenser is 
itself very complex. and the designer has no certain knowledge of 
the inlet distribution to the condenser. 

Figura 2 and 3 show velocity vectors and steam concentration 
contours at three locations in the condenser for the case with 
uniform steam inflow. Span 1 is at the cooling water inlet end. 
Span 6 in the middle and Span 11 at the cooling water outlet 
end. 

The tube nest in these cross-sections is also illustrated. lt can be 
seen from Figura 2 that the flow velocity into the tube nest is 
highest in the centre. rather low at the cooling water outlet end. 
and somewhat higher at the inlet end. The flow features within the 
tube nest also show differences according to the location. Figura 

11 . 1 

.... 
T 
C~hll l 

u .• 

..... 

... ... ... '·' ... '' · ' ll . t 

3 shows a high 
concentration of 
steam at spans 6 
and 1 1 . but at 
span 1 there is a 
higher air 
concentration within 
the nest. This is 
due to the higher 
rate of condensation 
in this region since 
the cooling water is 
at its lowest 
temperature. 

Figura 4: Variation of Cooling Water in the Air
Cooling Section of a Condenser 

Figura 4 shows the variation in cooling water temperature along the 
air-cooling section for both uniform and non-uniform distributions of 
steam inlet. The differences in the two cases are quite clear. 
indicating that in this particular region there is little heat transfer 
taking place at the inlet end of the condenser for the perverse 
distribution. 

These Figures show only a very small fraction of the results which 
are obtained from the modal. but give an indication of how a clear 
insight into the flow behaviour can be obtained. 

< b> Compressed Air Dryer 

Compressed air is used in a wide range of industrial applications. 
Maisture in compressed air is undesirable and is frequently 
removed by using a refrigeration drying system. 
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An important aim in the design of an air dryer. as indeed in all 
kinds of heat exchanger. is to increase the efficiency of the unit by 

increasing the 
heat-transfer rate. 

WARM ORY wARM wET decreasing the pressure 
AIR OUT AIR IN drop and redUCing the 

1 Precooler 
2 Ch•ller 
3 Separator 
4 Compressor 
5 Freon 

Condenser 

6 Thermostatic 
Expans•on Valve 

7 Hot Gas 
By-Pass Valve 

heat exchanger size . ln 
addition . certain 
constraints are to be met 
regarding the Iamperature 
of the air/water mixture at 
the end of the 
refrigeration chiller cycle; 
the mixture should be 
cooled to the dewpoint 
Iamperature but not low 
enough to freeze-up the 
condensed water within 
the chiller . 

Figura 5: Schematic of an Air-Dryer 

An air-dryer which PHOENICS has been used to modal is shown in 
Figura 5. The dryer is basically made up of three parts: 

( D The air-to-air heat exchanger loops for precooling the 
incoming wet air in the annuli. and reheating the outgoing dry 
air in the inner tubes. This reduces the energy requirement to 
power the refrigeration system. 

( ii> The air-to-refrigerant heat exchanger toops which cool the air 
to the dewpoint Iamperature of about 3oc to enabie water 
vapour to condense. The flow of air takes place inside the 
inner tubes; that of the refrigerant takes place in the annuli . 

( IiD The condensate separator which removes the water from the 
chilled air. 

A modef was set up for this device in order to perform parametric 
studies of the effect of design changes and operating conditions on 
performance . The main features of the model are as follows : 

.. 

.. 

.. 

Steady- state . one-dimensional 

Onty one loop of each heat exchanger was considered. Other 
parts of the uni!. eg . separator and headers . were accounted 
for by adjustments to the friction factors. 

The pressure-drop and heat- transfer correiations and the 
geometry specification were implemented in a generat way to 
facifltate the parametric studies . 
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The modal was set up and the empirical data governing the heat 
transfer and pressure drop were modlfied by factors which 
accounted for their surface roughness. The factors were adjusted 
so that the modal predictions agreed with known data for given 
operating conditions. The modal was then used to study various 
design changes. Figura 6 and 7 show the effect on pressure drop 
and air temperature of increasing the diameter of the outer pipe by 
15%, the inner pipe remaining at the same diameter. 
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Figura 6: Variation of Pressure through the Air Dryer 
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Figura 7: Variation of 1 emperature through the Air Dryer 

lt can be seen from Figura 6 that the major pressure drop occurs 
in the air-to-air heat exchanger. and that this has been 
substantially reduced by increased the outer annulus diameter. 
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The effect on air temperature. Figura 7. is quite noticeable in the 
air-to-air heat exchanger. but the overall drop is only 0. 5°C higher 
than the standard case. The air temperature could be reduced 
further by employing a slightly Ionger air-to-refrigerant exchanger. 

< c> Hydrocyclone 

overllow 

I~ underttow 

Figura 8: Hydrocyclone 

A hydrocyclone is a device 
used for classification ot 
solids. A typical geometry is 
shown in Figura 8. The slurry 
enters tangentially and the 
subsequenct rotation causes 
heavier or !arger partielas to 
move outwards, depending on 
the balance ot centrifugal and 
drag forces. Although the 
devlce itself is quite simple. 
the flow mechanisms are very 
complex. A Iack of basic 
understanding of the flow 
mechanisms within a 
hydrocyclone has resulted in an 
empirical approaeh to their 
design. 

Experimental measurements of pressure drop, flow split < ie. ratio 
ot flow exiting at underflow and overflow> , the partiefe size whieh 
reports in equal proportions to the overflow and underflow. and the 
sharpness of separation are expressed in empirieal equations for 
design use. Unfortunately, there are, literally, hundreds of 
equations available for eaeh parameter, eg Bednarski et al < 1984) , 
so there is no universal set of design rules. 

A reeent study of hydroeyclone performance. Perieleous et al 
< 1984> , has centred on modelfing the flow using PHOENICS. The 
basic outline of the modal is as simple as the deviee itself. being 
steady-state two-dimensional with swirl. The shape of the 
hydrocyelone is represented using porosities. Here the simplieity 
ends, and the multi-phase nature of the flow needs to be taken 
into account. The modelfing praetiees adopted so far have been to 
use separate eoneentration equations to represent the air-eore, 
which forms when the device is operated with atmospherie outlet. 
and each partiefe size range. The motion of eaeh eomponent is 
affected by the centrifugal and drag forees, and speeial souree 
terms are introdueed to compute the separation veloeities of eaeh 
component. 
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The effects of turbulence. partieletfluid interactions. and particle 
crowding have to be considered. Du ring the course of the study 
mentioned in 'refsO many hypotheses have been examined using 
PHOENICS. Soma have been found to be adequate. and others 
rejected along the way. Several representations of turbulence, for 
example. were investigated. The emphasis of the study is not so 
much on the fundamentals of numerical modelling. but more the 
physical modelling involved. PHOENICS has proved to be an 
excellent means of testing ways of representing the physical 
mechanisms. 

Figures 9 and 10 show the success of this application so far. 
Results have been compared with the flow in a given hydrocyclone 
which has been studied experimentally at Warren Spring Laboratory. 
The predicted position and size of the air-core. the pressure drop 
and flow split are all in agreement wlth the experimental data. The 
swirl distribution in a hydrocyclone is shown in Figura 9, and 
compared with the experiments of Kelsall. Figura 10 compares the 
Separation Characteristics Of a cyclone With an empirical equation. 
This too shows good agreement - the predicted case was selected 
from the experimental data from which the empirical equation was 
deduced. 

t . -.,; t . t l t t -1 11- t . Nt t ,..S t . t ~t t . t J'I. • · -

"'''" 

Flgure 9: VarlatLon of Swlrl 
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Ln a Hydrocyclone 

CONCLUDING REMARKS 
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The foregoing sections have provided a brief description of the 
general-purpose fluid-flow program PHOENICS and its application to 
a variety of engineering design problems . The use of the program 
merely as a tool for solving flow problems may not appeal to the 
engineers whose Interasts lie in the mechanics of computational 
techniques. For him. the dedicated program with access to all 
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Ieveis of the modal. both physical and computational. is still the 
ideal. lt must be recognised. of course. that the development of 
such dedicated models can take very much time and effort. 

For the engineer concerned with answering practical problems on a 
shorter time scale. the use of PHOENICS can be a viable 
proposltion. The air-dryer modal mentioned above. for example. 
was developed in only a few days and gave the user immediate 
insight into the possibilities of design improvement. The condenser 
models are far more complex than the air-dryer and consequently 
take Ionger to establish. Much depends on the degree of detail 
required in the geometry specification. Using the condenser model 
described above. the user can set up a new design. perform 
preliminary calculations and begin iterating on deslgn improvement 
within one or two months. The hydrocyclone problern is in the 
nature of a research exercise where the PHOENICS user must 
expect that some of his ideas will not Iead to successful 
representations of the flow. A change of ideas in one area may 
have unsuspected consequences elsewhere. Nevertheless. 
removing the need to wrlte dedicated numerical schemes leaves the 
resaareher free to experiment wlth physical assumptions wlthout 
lnterruptions caused by numerical aspects. 
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SIMULATION OF FUEL INJECTION IN DIESEL ENGINES 

G. Chiatti, R. Ruscitti 

Dipartimento di Meccanica e Aeronautica, Universita de~li Studi 
di Roma "La Sapienza" 

1. INTRODUCTION 

The numerical simulation of fuel injection in diesel engineshas 
received much attention in recent years according to the diesel 
powered cars increase in number in Europe [1]. The aim of these 
studies is the improvement of the engirre drivability by the co~ 
trol of the poHer output fluctuations. 
The analysis of unsteady phenomena in fuel injection equip-
ments has been generally carried out by application of the 
method of characteristics to the waterhammer governingequations 
[2], improved in order to take account of non-linear effects 
due to parameter variationsandliquid cavitation 13,4]. 
Hereis proposed a new physical modelling of the system basedon 
the thermodynamic analysis of the state equation of the liquid 
and the phase change during cavitation. 

The numerical method is a finite difference procedure based on 
an explicit 2nd order accurate A-scheme [s]. The Authors have 
modified the original method,developed for the study of ideal 
gas flow [6,7],to take account of liquid state equation, param~ 
ter variations, and new kind of discontinuities due to cavitation. 

2. PHYSICAL MODEL 

The physical model of the injection system is represented in 
figs. 1 and 2. The first element is a volumetric fuel pump fee~ 

ed at constant pressure by a reservoir (R) and consisting of: a 
piston (P) directly moved by a camshaft, working in a pumping 
chamber (PC); a valve (V) connecting pumping and delivery cham
ber (DC); and aspring (SP) acting on the valve. 
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The second element is a duct (D) of variable section connecting 
the pump to the injector (I). 

The third element, I, consists of: an injection chamber (IC); 
an injection delivery chamber (ID); a needle (N) loaded by a 
spring (SI); and a chamber (C) where the fuel is injected, re
presenting the engine cylinder. 

DELIVERY CHAMBER 

VALVE 

RESERVOIR 

SPRING 

PISTON 

PUMPING CHAMBER 

NE EDLE 

INJECTION 
CHAMBER 

DELIVERY 
CHAMBER 

Fig. 1 - Fuel injection equipment. 

V 

Fig. 2 - Physical model. 

c 
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3. MATHEMATICAL MODEL 

The thermodynamic state equation for the liquid is 

dp 
p 

kdP - ßdT 

15-109 

(1) 

where p, P, T are the volumic mass, the pressure and the tempe
rature; k is the isothermal compressibility; and ß the volume 
coefficient of expansion. 

The cavitation is controlled by the volumic vapor ratio, x , eva 
V 

luated following the phase change process on the thermodynamic 
plane. A distributed bubble model is considered just to a limi
ting value of x , vapor is then lumped and a column separation 

[ v-J is produced 8, 9 . 

The behaviour of the liquid in the pump is described by a lump
ed parameter model; friction effects are introduced nnly by the 
consideration of discharge coefficients. Mass flow rates arecal 
culated from the pressure differences between chambers. 

The piston displacement, hp, is imposed by a camshaft; fuel at 
constant pressure is feeded to the pumpü,g chamber through the 
port (PR); back flow to the reservoir is allowed according to 
engine torque requirements. The valve movement, hv• against the 
spring, is caused by the pressure difference between pumpingand 
delivery chamber. Fuel flows from the delivery chamber to the 
duct through the port (AT). The continuity equation for the li-
quid in the pumping chamber 

dP dh 
V p k__E + p (-A __E + 

p p dt p p dt 

is: 
dh 

V 
A_-) --v dt 

- m. 
1n 

+ m = 0 
V 

(2) 

where VP is the instantaneous volume of the pumping chamber,Ap
is the cross-section of the piston, Av the section of delivery 
valve, ~in the mass flow rate from the reservoir and ~ themass 
flow rate to the delivery chamber. The mass flow rates are rela 
ted to the pressure difference between reservoir and pumping 
chamber and between pumping and delivery chamber: 

m. 
1n ± ~RCRR /(PR- Pp)PR 

± AFVCV /(PP ::-·r;)p~ 

(3) 

(4) 

where APR and ~V are the flow sections and CPR and CV the cor
responding discharge coefficients, variable with the piston and 
valve displacements. 



www.manaraa.com

15-110 

The continuity equation for the delivery chamber is: 

0 (S) 

where mr is the mass flow rate to the duct: 

. 
mr = ± ArcT I<Pn -PT)P~ (6) 

being Ar the duct section at pump outlet and CT the correspon
ding discharge coefficient. 

The val v·e equation of motion is: 

.. 
UVhv + kV~ + ~ +~PD -~PP = 0 (7) 

kv and Kv are the stiffness and the control load of the valve 
spring; friction forces on the valve are neglected. 

The entropies in the pumping and delivery chambers are: 

/':;.S. 
I.P 

(8) 

. 
(PVs)D - mVsV + ~sD (9) 

where s is the entropy; s. the entropy of the fluid coming in-
I.n 

to the pumping chamber; sV the entropy of the fluid coming into 
the delivery chamber taking account of the loss through the 
ports. /':;.Sip and /':;.Siv are the entropy increase for inversibili
ties. 

Just like the pump, the continuity equations for the injector 
are: 

. 
VIC0ICKPIC + PIC(~ChN) - miC + miD 0 (10) 

. 
VIDPIDKPID - miD + mC 0 (11) 

where ANc is the needle area subjected to pressure of fuel;mrc• 
~ID and ~C are the mass flow rate between the end of the duct, 
the injection chamber and the delivery chamber; hN the needle 
displacement. 

(12) 
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m = A C I(P - P ) p 
C C C ID C ID 

(13) 

being AID' AC and CID' Ce the flow sections and the correspond
ing discharge coefficients. For the entropies we have: 

(14) 

. . 
(pVs) 1D - m s + m s = ~S 

ID mD C ID iiD 
(15) 

Variables play the same role as in the equations (8) and (9). 
As the flow in the duct connecting pump and injector is conside 
red one-dimensional, the equations of momentum, mass and energy 
conservation are: 

Du 
Dt + 

D 
-(pA) + pAu 
Dt X 

3 

Ds - f~ = 0 
Dt 2HT 

0 (16) 

0 (17) 

(18) 

where D indicates the total differential and subscript, x or t, 
the partial derivative with respect to space or time variable. 
A is the cross section of the duct, f the friction coefficient 
and H the hydraulic diameter. 

Rearranging the above equations in order to facilitate the nume 
rical computation, the following system is obtained: 

Du Px f 2 - + ~+ -u = 0 
Dt p 2H 

(19) 

DP a2 
-- + pu 0 Dt 1 + (d/Eko) X 

(20) 

Ds fu 3 

2HT 
= 0 

Dt 
(21) 

being d the diameter and o the thickness of the tube, E the 
Young modulus, and a the adiabatic sonic speed. 

4. NUMERICAL METROD 

The set of equations (19), (20) and (21) may be written in the 
form 

Du 
Dt 

(22) 
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1 DP 
(23) 

0 Dt 
+ aux = 0 

Ds f 3 - u 0 (24) 
Dt 2H 

being 

2 

a2 a 
1 + < d/Eko) 

o = ap 

By addition and subtraction,equations (22) and (23) transform 
themselves in: 

Pt px f 2 u 
(25) (- + u ) + (a+u)(-;s+ux) --

0 t 2 H 

Pt 
- u ) 

px f u (26) (- + (-n:+u)(--u) = -
0 t 0 X 2 H 

The integration of the above equations is carried out by an ex
plicit scheme, so parameters a and o maintain for each time step 
the initial values, and the system assumes the form: 

(!_ Px f 2 u 
(27) + u) -(a+u)(-+u) 

0 t 0 X 2 H 

p p 
f 2 

-(-o:+u)(~-u) u 
(28) (- - u) +-

0 t 0 X 2 H 

f ' u 
(29) st -us +-

X 2 HT 

The computation is performed over a grid of points and the spa
tial derivatives are approximated by finite differences taking 
account of the domain of dependence. To improve the accuracy, 
the time step is subdivided in two partial ones, the code remai 
ning formally the same as in a fi·rst order difference scheme. 

Following the integration scheme, in each boundary one relatioE:_ 
ship between pressure and velocity is imposed and one more the~ 
modynamic variable is assigned if the flow is going into the 
tube. Pump and injector differential equations are integrated 
by an explicit numerical procedure. 
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5. RESULTS 

At first the sirnulation of the fuel pump Has perforrned irnposing 
a constant pressure discharge. In figures 3.a, 3.b, 3.c, re
sults are reported for a 5 ~ITa discharge reservoir pressure and 
a 1500 rprn carn revolution speed. 

The injector rnodel was tested irnposing pressure irnpulses of dif 
ferent arnplitude at inlet. Results for 15 MPa pressure arnplitu
de and 4 • 10- 3 s time duration irnpulse are presented in figures 
4.a, 4.b, 4.c. 

The A-scherne treatrnent of unsteady flow ~n the connecting duct 
has been irnplernented by considering two lirniting cases of irnpul 
ses generated at one end and reflected at the opposite one by a 
zero flux condition or a constant pressure condition; results 
are -'shown in f;igs. 5 and 6. 

Subsystems were then rnatched in the cornplete one that sirnulates 
the whole injection apparatus. Results for the condition of rna
xirnurn fuel delivery are reported in fig. 7. 

6. CONCLUSIONS 

The rnodel proposed is an original application of 2nd order acc~ 
rate A-scherne integration rnethod to the cornputation of unsteady 
phenornena in fuel ducts, thus reducing the cornputer burden and 
allowing to perform nurnerical sirnulations on a PC cornputer. 

The therrnodynarnic approach introduced for cavitation is cohe
rent with physical treatrnent of unsteady flow as perforrned by 
A-scherne rnethods. 

Results have confirrned the possibilities of the rnethod proposed 
in order to find the working lirnits of injection equiprnents for 
different operating conditions. 
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COMPUTER AIDEO DESIGN FOR THE SELECTI0N PROCESS OF 
HAZARDOUS AND NUCLEAR WASTES SITES 

G. V. Abi -Ghanem and V. Nguyen 

ARDI Corporation, P.O. Box 27113, Minneapolis, MN 
55427 U.S.A. 

I. INTRODUCTION 

The long-term performance evaluation of a 
hazardous/nuclear waste site is a scientific analysis 
process that quantifies how well the system achieves 
its basic design objective, i.e. the isolation of the 
hazardous/nuclear waste from the accessible 
environment. Application of performance in site 
selection analysis is to predict the long-term 
behavior of the candidate site system (in the order 
of decades for a hazardous waste site and centuries 
for a nuclear waste repository) under normal and 
di srupti ve man-induced/geol ogic events. The 
forecasting of contaminant/radionuclide movement 
under changing site conditions can only be achieved 
using both deterministic and stochastic computer 
modeling techniques. The analysis must consider 
uncertainties in (1) field and laboratory data, (2) 
theoretical completeness of the predictive models, 
and (3) predictions of future conditions. 

In this communication, a SITECAD package of 
softwares is introduced to assis~ in the 
identification of model parameters using field and 
laboratory data (e.g. from well logs, pumptest, 
tracer test, geomechanics, geochemistry, thermal and 
radiation enhanced diffusion testing, etc.), and to 
predict the fate of hazardous chemicals/radionuclides 
in the environment. This package is interactive and 
has graphic design and statistical analysis 
capability as supporting features. It is mounted on a 
network of microcomputers and can easily interface 
with mainframe systems. 

1 
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II. FEASIBILITY AND PERFORMANCE ASSESSMENT 

A.Conceptual Approach 
To achieve the long-term performance objectives, the 
following is required: 

1) Identification of the fundamental physical 
processes that significantly affect the 
quantity, direction, and rate of 
radionuclide/hazardous waste movement; 

2) Adequate understanding of the conditions and 
processes pertinent to the site under 
investigation; 

3) Development of a systems model t~at relates the 
most important processes and conditions to the 
waste isolation criteria; 

4) Assemblage and adaptation of the evaluation 
tools (predictive models and data analysis 
codes) with appropriate hardware equipment to 
allow best networking and interfacing system 
configuration; 

5) Identification of data needs in terms of each 
model requirements and collection of data; 

6) Quantitative or probabilistic description of 
seenarios of anticipated and unanticipated 
di srupti ve events (catastrophic or not) that can 
be used by the models for global and local site 
performance assessment. 

The systems approach, inherent in the master code 
SITECAD, provides the optimal assemblage of the data 
analysi s and predi cti ve model s (i .e. computer codes) 
into an overall systems model. This master code 
selects the best networking path to test one by one 
the design alternative of the engineered barrier in 
light of the anticipated site conditions. 

B.Scientific Method of Analysis 
Predicting waste disposal system performance over 
large spatial scales and long time frames indicates 
the need for mathematical models to adequately 
simulate the observed physical and chemical/nuclear 
processes, and to extrapolate t~e measured system 
behavior. Construction of concep ... !.Ptl rrodel s is a 
necessary condition to the development of more 
detailed mathematical models to assess the effect of 
key system parameters on system performance or 
design. 

Because the critical processes in many instances are 
scale-dependent, the overall long-term performance 
analysis problern is best broken down into three 
subregions: (1) very near fields, i.e. between the 
waste and the backfill material boundaries for a 

2 
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nuclear repository, and in the zone extending beneath 
the waste to the natural/engineered barrier for a 
hazardous wastes site, (2) near fiel d, i .e. from the 
natural or engineered-barrier to the controlled-area 
(site boundary), and (3) far-field, i.e. from the 
controlled-area to the accessible environmental 
(rivers and springs, water supply wells, populated 
areas, etc.). This subdivision is developed from a 
recognition that some processes are more important at 
one scale than at another scale. Using this approach, 
mathematical models for each subregion can be 
developed that realistically portray the dominant 
physical processes, without neglecting less important 
effects. Thus, the objective of adequate predictive 
analysis is achieved in a practical manner (see 
I 21) . 

C.Model Classification 
Once the important chemical/nuclear and physical 
processes and associated parameters are identified, 
the model types can be i denti fi ed. Not all model 
types require implementation in the form of 
sophisticated, numerical codes. Grosso modo, the 
models can be classified as follows: 

a) Groundwater flow in a porous medium (in general, 
suited for far field modeling of a nuclear waste 
repository (NWR), and for a hazardous waste site 
(HWS)); 

b) Groundwater flow in a fractured system (used for 
near field Simulation of NWR) 131; 

c) Thermalanalysis (performed on waste package and 
engineered subsystem for a NWR); 

d) Waste package degradation 1 n terms of 
probability of failure due to corros;on, radiation 
damage, and cracking of canister and hazardous waste 
container, dessication of natural clay, dissolution 
of arti fi ci al 1 i ner, etc.; 

e) Statistical quantitative analysis for direct 
release rates from nuclear waste canister or 
hazardous waste container or lining system; 

f) Oeterministic and statistical analysis of 
radionuclide or hazardous waste releaserate across 
the engineered or natural barrier; 

g) Mass transport study in the very-near field 
applied to radionuclides for NWR, and hazardous 
chemieals for HWS. 

h) Structural analysis for testing at various 
depth, design and construction; 

i) Groundwater velocity and path orientation in the 
far-field (both deterministic and stochastic). 
Examples of the relationships among the various 
processes, characteristics, and related models are 
discussed in •1• and 121. The computer codes are 

3 
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assembled into a systems model based upon the 
processes modeled and the appropriate coupling of 
theses processes. Probabilistic analysis techniques 
have been programmed into several of the computer 
codes to permit a statistical analysis of system 
performance to be evaluated. Combination of the two 
types of models yields an interactive network of 
SITECAD softwareseasy to adapt to problem-specific 
objectives. A schematic description of a SITECAD 
application is given in Figure 1. 

O.Selection and Characterization of Long-
Term Scenarios 
Identification, selection, and characterization of 
postclosure disruptive seenarios (e.g., continuous, 
intermittent, or sudden releases) define the credible 
events, processes, and resultant hazardous/ 
radionuclide chemieals releases and pathways that 
must be considered as the basis for site-suitability 
selection and engineered system design. The basic 
objective of this activity is to identify and 
characterize, in detail, seenarios having a 
reasonable probability of occurrence and sufficient 
consequences to represent a meaningful design 
concern. 
The framework developed for disruption scenario 
analyses uses guidelines, when existing, set forth by 
regulatory agencies , or considerations provided by 
experts and system estimation methods for 
categorizing occurrence probabilities of site
specific scenarios. 
Implementation of the selection process is a 
structured process. For purposes of selection of 

•disruption seenarios for detailed parametric 
characterization and release-risk analysis, a step
by-step process of disruption scenario has been 
defined and adopted. Seven steps have been 
systematically addressed: 

1) assembling of a comprehensive list of credible 
site-specific disruption, 
2) adoption of scenario selectiYn criteria, 
3) assessment of scenario occurrence probability, and 
4) selection of an initial group of seenarios to be 
analyzed in detail, 
5) determination of specific parameters required for 
credible scenario characterization, 
6) collection and analysis of additional data, 
7) completion of scenario consequence analysis, with 
assessment of repository performance under scenario 
conditions as measured by regulatory criteria. 

4 
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E.Development, Documentation, and Ya 1 idation of SITECAD 
The preliminary development of computer models 
provides a description of the unique site 
characteristics, and inforrnation on key parameters. 
Because of the uncertainty in establishing an initial 
baseline for site performance analysis, the adopted 
rnethod of analysis incorporates the use of both 
deterministic and probabilistic models. With the aid 
of currently known site characteristics, major 
deficiencies in system and subsystem performance are 
easily identified. The updating of postclosure 
performance assessment baseline will be performed on-
1 ine with major incoming information. 
To check the reliability of the above codes, a three
step trouble-shooting approach is required: 

1) Stage of verification to ensure that the software 
product is free of errors by reviewing and/or testing 
the code; 
2) Benchmarking to compare the numerical results from 
different codes. 
3) Validation to demonstrate that the simulator 
represents physical reality, i.e. data recorded from 
laboratory and field tests. For stochastic models, 
more care must be taken to validate the prediction. 
SITECAD has a built-in softwaremanagementplan which 
can be used to categorize, select, test and control 
computer codes for a HWS or NWR problem. 

111 .CONCLUSION 
A description of the development and implementation 
procedure of SITECAD to hazardous waste sites has 
been presented. Examples of its application can be 
found in 141. Testing on nuclear waste repository 
problern is being documented. Quantitative analysis 
and results will be reported elsewhere in a future 
communication. 
SITECAD is available for inquiry by writing to 
the authors. 
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Figure 1. AN APPLICATION SCHEMATIC OF SITECAD TO SITE 
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AN APPLICATION OF SYSTEMS MODELLING IN STEEL PRODUCTION SCHEDUL
ING 

Jeff R. Wright and Mark H. Houck 

School of Civil Engineering, Purdue University, U.S.A. 

1. INTRODUCTION 

Modern steel production is a complex operation with 
literally hundreds of separate, though operationally related 
processes. As a production industry with a high volume, total 
profits depend heavily on efficient operation on the margin. A 
key factor in efficient operation is the ability to schedule 
individual operations toward a common goal of optimal production. 

Proponents and practitioners of systems engineering point 
proudly to a great many successful applications of analytical 
models to problems of production scheduling. These systems are 
typically well defined and governed by a fairly tight set of 
evaluative criteria. It seems only natural that production 
scheduling in a modern steel-making facility would profit from a 
systems perspective. 

The focus of this research is the development of a systems 
methodology for improving one small process within the large 
number of activities. The process being studied is the Hot Strip 
Mill Operation and though the process is small relative to the 
magnitude of the total steel manufacturing process, its smooth 
and efficient operation is an important factor in overall plant 
profitability. 

The function of the hot strip mill is to transform !arge 
steel bars into long coils of product. The coils are produced in 
a wide variety of lengths, widths and thicknesses, and have 
potentially different metallurgical properties. Coils are pro
duced according to pre-defined specifications requested by the 
purchaser of the product. Each coil must meet, or nearly meet 
those specifications or be used as surplus and thus represent 
lost revenue. 
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The scheduling of bars through the hot strip mill is compli
cated by several factors. First, several different product types 
are produced in the mill. Each product type may require a 
specific type of rolling equipment, and may have specific quality 
requirements. Furthermore, the physical process of reducing the 
dimensions of bars of different product types may affect the 
quality of products differently. Second, the sequence of bars 
through the mill has a direct impact on the level and frequency 
of maintenance on the mill. This is significant because mainte
nance requires halting production. The greater the frequency of 
such maintenance, the higher the overall maintenance costs as 
well. Lastly, only a limited amount of storage exists at the 
mill. It is therefore important that production is scheduled in 
such a way that products move through the mill as rapidly as pos
sible. Since each product has a specific target delivery date 
associated with it, this also must be considered in the schedul
ing of production. 

The goal of this research was the development of an analyti
cal capability that will help to improve the scheduling of pro
duction through a hot strip mill. Toward this end, two models 
have been developed; one an optimization model formulation which 
is extremely large and costly to solve but which captures many of 
the concerns of scheduling hot mill production; the other, an 
interactive heuristic model designed to evaluate existing produc
tion schedules, to attempt to make improvements to those 
schedules, and to provide a variety of graphical displays of 
schedule information. The heuristic scheduling model is the sub
ject of this paper. 

2. CONSIDERATIONS IN HOT STRIP MILL PRODUCTION SCHEDULING 

On any given day, a steel mill is faced with the task of 
fulfilling a wide assortment of customer orders for steel pro
ducts. Many of these orders require processing in the hot mill, 
an operation that, in essence, transforms large steel slabs or 
bars into coils of relatively thin steel sheets. A hot mill 
scheduling system is employed to expedite the completion of cus
tomer orders and to coordinate the various milling operations in 
an economical manner. The objective of scheduling is to take 
each order and assign it to a certain time slot in the milling 
process--Buch that it is most economically efficient for the com
pany. 

Over the course of a campaign, --defined as 24 8-hour con
secutive work shifts--each steel bar will be assigned to a 
specific location within the sequence of production necessary to 
fulfill all available orders. To accommodate the fact that dif
ferent types of orders require different types of milling equip
ment, the campaign is split into smaller sections known as 
schedules. Each customer orderwill typically fall into one of 
six production categories. A schedule is a group of customer 
orders of the same product category, with the restriction that 
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the total footage length of a schedule (as measured by the length 
of the final products) cannot exceed some maximum value. This 
limit is typically described by the total footage of steel that 
can be run through the hot mill without having to stop operations 
to change mill equipment. 

Once a tentative campaign has been developed, the first step 
in fulfilling a customers order is to select a set of steel bars 
from the stock yard. These slabs of steel, which come in varying 
dimensions, weights, and chemical composition, are then heated to 
a temperature of several thousand degrees to prepare the bars for 
milling. After a critical temperature is reached, each bar is 
ejected onto a conveyer platform that leads to the rolling 
stands. The rolling stands perform the "squeezing" necessary to 
reduce a steel slab 12" thick into a sheet less than 1/2" thick. 
After proceeding through the roller stands, the bar emerges as a 
long sheet of steel that is then cooled by water spray and wound 
into a coil. The coils are then stored temporarily at the mill 
for either further processing or shipment to customers. 

The primary goal when scheduling steel bars through the hot 
mill is to achieve economic efficiency. The attainment of this 
goal is directly related to the degree to which three distinct, 
but interrelated production objectives can be achieved: (1) the 
maximization of product quality; (2) the maximization of produc
tion rate; and (3) the optimization of product handling. 

The first objective is necessary to ensure the reputation of 
the company's product. Clients may reject orders of poor qual
ity, or they may not place orders in the future if the final pro
duct does not meet quality standards. Both of these actions will 
result in direct loss of revenue for the company. 

The second objective is based on·the premise that the hot 
mill operation is the limiting factor in the production process 
(as opposed to marketing, ingot production, warehousing, tran
sportation etc.). An increase in the rate of production through 
the hot mill would translate directly into an increase in the 
overall plant production rate, which in turn would have immediate 
consequences on profits. 

Objective (3) is concerned with the on time delivery of the 
finished product. If deliveries to a client are consistently 
tardy, there is a great likelihood that business will suffer, as 
the client may seek to obtain resources from another source. 
While late delivery of product may have serious consequences for 
the client, products delivered too early may also cause problems. 
Early delivery may impose significant storage and handling costs 
on the client, particularly if the client's production activity 
requires many inputs. 

Product quality 
The mill is made up of a long conveyor that moves the red-hot 
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steel slabs through five roughing stands and seven finishing 
stands (see Fig. 1). Each of these stands is comprised of a 
series of heavy rollers, capable of applying thousands of pounds 
of force to squeeze the steel into successively smaller and 
smaller gauges from one stand to the next. Because of the forces 
and temperatures involved, the rollers at each stand are sub
jected to tremendous stresses. This stress can cause the pitting, 
gouging and general wear that can be observed on roller as they 
are removed from service. 

Wear on the rollers affects the quality of the product being 
processed through the mill. Uneven wear on any of the rollers, 
for example, can create abnormalities in the surface or shape of 
the finished steel product. For products that require critical 
surface specifications, even small scratches in any of rollers 
can translate into poor product quality and lost profits. 

Although the rollers undergo tremendous stresses throughout 
any given schedule, these stresses, and the concomitant wear of 
the rollers, are not Independent of the order in which steel bars 
are scheduled through the stands. One can imagine that if 
several thousand feet of steel were to be rolled to a finished 
width of 50" on a roller 100" wide, the inner 50" of the roller 
would receive a disproportionate amount of wear compared to the 
outer portions of the roller. Likewise, a schedule that seeks to 
distribute the product widths, beginning with the largest width 
and progressing to smaller widths from one bar to the next, will 
result in reduced wear on the roller at any given width. There
fore, by considering the width of the finished product when 
scheduling bars through the mill, it would appear that wear on 
the rollers could be reduced, the frequency of roll changes could 
be reduced, the quality of the product could be improved, and 
thus profits could be increased. 

If width were the only consideration in reducing roller 
wear, then scheduling bars through the hot mill would be greatly 
simplified. An optimal schedule would consist of a series of 
steel coils of one product type progressing from the largest fin
ished width to the smallest finished width. This schedule would 
lengthen the life of the rollers by reducing wear. The attain
ment of economic efficiency would be close at hand. Unfor
tunately, width is not the only parameter that affects the extent 
of wear on the stand rollers. As one would expect, the hardness 
of the steel being milled greatly influences the stresses and 
wear that rollers undergo. It requires greater force to squeeze 
a "hard" grade of steel to the same dimensions as it does to 
squeeze a "soft" grade of steel. This differential force 
translates to differential wear on the rollers. Likewise, the 
finished gauge of the product determines, to a great extent, the 
amount of pressure that must be applied to each steel bar. Since 
the number of rolling stands is constant, producing .061" gauge 
steel requires greater total force than producing .301" gauge 
steel. One should not expect the wear on the rollers to be 
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equivalent for these processes. 

Production rate 
The attainment of economic efficiency is a difficult task at 
best. Each of the three objectives necessary to obtain economic 
efficiency conflict with each other to some degree. The maximiza
tion of product quality requires frequent changes of the hot mill 
finishing rollers. On the other hand, the attainment of a high 
production rate is facilitated by minimizing the number of roller 
changes. To deliver products on time, it may be necessary to 
schedule orders for rolling during times that would be less than 
ideal from the standpoint of product quality. In effect, the 
attainment of economic efficiency involves various tradeoffs 
between conflicting objectives, and the final scheduling decision 
must be based on a accurate assessment of these tradeoffs and the 
benefits and disbenefits associated with any given schedule. 

To ensure product quality, it becomes necessary to change 
the rollers frequently, before wear translates into the loss of 
a quality product. Because the finishing rollers are critical in 
obtaining the exact product specifications, the finishing rollers 
are changed more frequently than the roughing rollers. It is at 
this point when the tradeoff between product quality and produc
tion rate becomes evident. In order to obtain a high quality 
product, it is necessary to change the finishing rollers fre
quently, but these frequent changes necessitate that production 
come to a halt for some period of time. To further complicate 
the situation, it becomes necessary to change rollers whenever 
there is to be a change in product type. Clearly, achieving high 
product quality comes at the expense of achieving a high produc
tion rate. If the assumption is made that the hot mill is the 
"bottleneck" or limiting factor in the production of steel, it 
becomes of paramount importance to speed up hot mill processing 
as much as possible. Thousands of dollars of profits are at 
stake every time the mill must stop operations to change rollers. 

Product handling 
Thus far, it has been argued that by observing certain scheduling 
rules, progress can be made towards improving product quality. 
By implementing a modified roll change policy, progress can be 
made towards improving production rate. Progress in both areas 
is desirable and consistent with the goals of achieving economic 
efficiency, although, as we have seen, the pursuit of one objec
tive may conflict with the pursuit of another. In the case of 
product quality versus production rate, production rate fre
quently suffers from the necessity of making roll changes to 
ensure product quality. In the case of optimizing the handling 
of the final product, there may be a conflict with one or both of 
the other objectives. 

When orders for a steel product are placed, there is typi
cally a delivery date associated with that order. In order to 
maintain favorable client relations, it is assumed that the 
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de1ivery of the final product on time is an important issue in 
scheduling orders through the hot mill. If deliveries to a 
client are consistent1y late, this will undoubtedly darnage rela
tions with that client and may result in the loss of a customer. 

To compensate for this problem, orders for a customer could 
be filled many days before the actual delivery date, so that 
there would be plenty of time to deliver the product to the cus
tomer in case there were any unforeseen delays. On the other 
hand, if the order for a c1ient were processed far in advance, 
there may be some problern with storage space, since warehause 
space is limited. Plant managers would like to avoid taking up 
valuable floor space for orders that will not be delivered for 
several months. Therefore, plant managers must cantend with 
another tradeoff, that of completing an order sufficiently early 
so as to avoid tardy deliveries, and completing the order as near 
the target date as possible to avoid occupying scarce floor 
space. 

But the issue is even more complex. If a client had a 
unique order, perhaps requiring a special work roller, then 
scheduling the completion of that order close to the delivery 
date may require that the normal scheduling pattern be preempted 
temporarily just to fill that special order. If plant managers 
did not have to concern themselves with delivery dates, then 
several small orders of a special product could be clumped 
tagether into one complete schedule. However, if these same ord
ers had delivery dates that were several months apart, attempting 
to process these orders all at the same time would result in part 
of the orders either taking up floor space while waiting for 
delivery, or being delivered to the client several months late. 

Since delivery dates are an important factor in maintaining 
client relations, the scheduling of small and specialized orders 
at inconvenient times is a necessary evil. That is, it may con
sidered more important to deliver a product on time than it is to 
delay the production of that product until additional orders 
become available, at which time an entire schedule of similar 
orders could be processed at once. In order to fulfill small 
specialized orders, it becomes necessary to make frequent and 
inefficient roller changes, all of which result in a decrease in 
the overall hat mill production rate. 

Penalty Functions 
Attempting to achieve economic efficiency through the pursuit of 
the three objectives outlined above is anything but straightfor
ward. The tradeoffs that exist between each of the objectives 
makes it nearly impossible to find any one optimal schedule or 
scheduling algorithm. A decision is made only through the careful 
analysis of the tradeoffs involved in pursuing one course of 
action versus another. Defining the tradeoffs that exist between 
alternatives is an equally difficult task, but the more accurate 
the information regarding these tradeoffs, the better will be the 
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resulting decision, 

One way of assessing the tradeoffs that exist between the 
various objectives is to assign penalties to those actions or 
parameters which are considered important in scheduling bars 
through the hot mill, These penalties can then be used to evalu
ate the relative desirability of one scheduling configuration 
versus another. For instance, tardiness penalties can be 
assigned to orders of steel that are not, or might not, be 
delivered to the client on time. Gauge penalties can be assigned 
to a sequence of coils whose gauge jump from one coil to the next 
is extremely damaging to the finishing rollers and which will 
result in reduced product quality, Roll change penalties can be 
assigned to those schedules which require frequent roll changes 
and that slow down the production rate. All of these penalties 
could be used in a model to evaluate which schedule produces the 
smallest penalty and contributes the most toward achieving 
economic efficiency, 

Aside from width, gauge, and hardness, there are numerous 
other parameters of the finished product which determine the 
amount of wear on the rollers. Each parameter interacts with 
every other in such a complex fashion that predicting the amount 
of wear that a particular bar sequence will produce is an art in 
itself. A penalty structure has been developed, based on roller 
wear, that will assess the relative desirability of one steel 
schedule from the next. There are penalties associated with 
jumps (from one bar to the next) in width, gauge, and hardness. 
For example, a jump of five and one half inches in width from one 
bar to the next would be assessed a penalty of 20 points, Simi
lar penalties would be assessed for jumps in gauge and hardness. 
For each schedule in a campaign, and for each campaign, these 
penalties are accumulated and will provide an overall indication 
of the relative desirability of that schedule and that campaign, 

This discussion has served to describe the major issues and 
concerns with respect to scheduling production through a hot 
strip mill. It was shown that the order in which coils are pro
duced can have a profound influence on product quality, cost of 
production and customer satisfaction. Each of these factors 
relates directly to overall plant profitability. And yet, the 
development of a scheduling policy which incorporates these con
siderations in a meaningful way is far from simple. 

3. USING MINIMUM PENALTIES TO IMPROVE ROLLING EFFICIENCY 

Recall from the quality of any particular schedule may be 
measured in terms of a penalty structure specified for various 
parameters. Thus, a procedure for scheduling coils through the 
hot strip mill may be evaluated in terms of this penalty struc
ture. Assuming that the penalty structure is an accurate 
representation of "actual" concerns, these procedures or algo
rithms for scheduling production can be evaluated in a 
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quantitative way. One scheduling algorithm is "better" than 
another if, on average, it schedules bars in such a way that 
total penalty is less. 

Suppose that a schedule has been generated by a particular 
algorithm. That schedule can be represented by a two dimensional 
array consisting of a bar identification nurober and a nurober 
indicating the relative position of that bar in a schedule. With 
a given sequence of bars specified, and with the existing penalty 
structure, a "score" may be computed for that schedule as the 
simple sum of all penalties associated with that ordering. If a 
bar can be removed from its position in the schedule and moved to 
another position in the schedule in such a way that total penalty 
is reduced, one might argue that the original schedule has been 
improved. Since complete information exists about the penalty 
structure, this process can be accomplished using a trial-and
error process until no further improvement can be made. 

Clearly, the quality of the resulting schedule, being driven 
by the penalty specification, assumes that the penalties are 
accurate and meaningful. If, for example, the penalty structure 
would be changed and the improvement process repeated, the 
resulting schedule might look considerably different from the one 
generated under the original penalty scheme. If some individual 
knowledgeable about he hot mill process were to compare the two 
schedules and make a judgement about which one is superior, 
he/she would in effect be making some Statement about which 
penalty structure is better as well. 

The heuristic model developed in this research Implements 
the logic of the previous scenario. It attempts to improve a 
given schedule consistent with a given penalty structure to a 
degree specified by the user. The details of the algorithm which 
is called UMPIRE (Using Minimum Penalties to Improve Rolling 
Efficiency) will be discussed in the next section. 

The UMPIRE algorithm 
Referring to the flowchart of Fig. 2, a more detailed description 
of UMPIRE can be given. The first major step involves calling 
the EVALUATOR. This subroutine adds up the penalties associated 
with the scheduling of each bar. EVALUATOR will return either 
the penalties associated with each individual bar or the total 
penalty for a turn depending on the value of a parameter that is 
passed to it. The first time EVALUATOR is called, it returns a 
whole array of penalties width, gauge, hardness, etc. penal
ties -- for each bar. 

These bars are then sorted in decreasing order according to 
their associated total penalty. This process is accomplished by 
a bubble sort subroutine. The array that contains the sorted 
bars consists of the bar nurober and its penalty. The bars are 
stored in this order so that the bar causing the most darnage 
(i.e. the bar with the largest penalty) will be considered for 
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moving first. The bars could be checked randomly or in the 
scheduled order, but the objective of the a1gorithm is to 
decrease the total penalty; therefore, the bar with the 1argest 
penalty is moved first. 

Because it requires extra Computer time, the evaluator is 
cal1ed as litt1e as possible. In order to achieve this goal, 
each bar is not evaluated in every position. The total penalty 
is not calculated for the bar in a new position unless that bar 
meets the width requirement. These stipulations require that a 
bar not be placed in any position if its width is not between the 
widths of the preceding and the following bars or equal to one or 
both of their widths. This process of checking whether the bar 
being considered for moving meets the width specifications is 
carried out in the subroutine named LOCATE. 

After LOCATE has found an acceptable position, the bar is 
placed in the new location temporarily. The new schedule is 
evaluated and the total penalty is computed. If the new penalty 
is less than the existing penalty, the new schedule replaces the 
old one. However, if the new schedule is not better, two possi
bilities arise. First, if there are any other possible positions 
for the bar, they will be checked to determine if an improvement 
in the schedule is possible. If, however, no suitable position 
is found, the bar with the next highest penalty is checked in all 
positions. This process continues until all the bars have been 
checked, or until a limit set by the user is reached. 

In order to set a limit on the time that UMPIRE will run, 
the number of iterations that the heuristic will go through can 
be changed. An iteration is defined as one attempt to move one 
bar. After the desired number of iterations has been performed, 
a final schedule is produced and stored. 

Because of the nature of UMPIRE, the final schedule will 
never be worse than the original schedule. The heuristic only 
moves a bar if it decreases the total penalty. Although this is 
a major advantage of UMPIRE, it also is a limitation. It is pos
sible that two or more bars must be moved simultaneously to 
achieve a decrease in total penalty. 

The heuristic could be revised so that two bars could be 
moved at once or so that an initial increase in penalty for one 
bar is tolerated in order to reduce the total penalty eventually. 
However, these revisions induce an excessive amount of computer 
time and space, which are exactly the original reasons for imple
menting this heuristic rather than an optimization model. 

The sequence of schedules within !. campaign 
Suppose that all schedules within a campaign are passed through 
the improvement algorithm described in the previous section and 
that the penalty structure used for this task is "correct". 
Knowing the width of the widest coil within each schedule one 
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could sequence the schedules through the campaign in such a way 
that the widest coil in a given schedule is no wider than the 
widest coil in the previous schedule. This would comply with the 
desired campaign width profile discussed. However, it is possi
ble that a reduction in total campaign penalty could be further 
reduced by moving a bar out of one schedule and into another; 
again, driven by the penalty structure. Thus, the allocation of 
bars to schedules in a satisfactory manner is a key element in a 
comprehensive scheduling algorithm. 

The allocation of bars to schedules has not been addressed 
in the development of UMPIRE. The primary reason for this is 
that there is not a clear penalty structure specified for inter
schedule parameters. In addition, since a heuristic approach is 
the focus of this research, the two problems are considered 
separable. That is, the problern of allocating bars to schedules 
is considered separate from the one of allocation bars to posi
tions within a schedule. The inter-campaign allocation of coils 
to schedules is, however, an important aspect of overall produc
tion efficiency and should be addressed in future research. 

4. MODEL IMPLEMENTATION 

The improvement algorithm described in the previous chapter is 
the centerpiece of a rich set to FORTRAN subroutines which make 
up the UMPIRE model. The model is designed to be used in an 
interactive decision-making environment and as such, is properly 
viewed as a tool which can be used by steel-making professionals 
toward improving hot strip mill production. In this section, the 
implementation of the model will be discussed focusing on the 
overall structure and function of the computer code. 

Model Structure and Function 
The UMPIRE model-ein be thought of as a series of processes and 
files systematically linked through an interactive structure. 
Files are data representations, either on storage media or in 
memory which may be used, modified or displayed as the model is 
being executed. Processes are activities which act on those data 
representations according to a rigid set of rules. 

Two of the processes (the pilot read filter and the penalty 
reader) provide an input function when the model is first exe
cuted. Raw data about the bars to be produced during the current 
schedule is passed through the read filter where those data items 
not pertaining to the scheduling activity are stripped away. At 
the same time, the penalty structure is read from a separate file 
and all data arrays are initialized. The result of this input 
phase of the model is a representation of the original data 
(called PU TURN). 

Each data record in PU TURN contains information about each 
bar or coil which is to be produced during the current schedule. 
The position of the record within the file corresponds to the 
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position of that bar in the schedule. In theory, the ordering 
may be random, such as the order in which the bars were allocated 
to the current schedule. In actuality, the order should be the 
result of some prior scheduling algorithm, such as the one 
currently in use at the mill. In either case, this ordering is 
considered to be an original schedule. 

Three separate processes may be applied to this reduced data 
representation. First, the schedule may be evaluated which means 
that the ordering of the bars will be compared to the penalty 
structure and width, gauge, hardness, and total penalties com
puted. Here information about each bar is displayed adjacent to 
the nurober indicating its position within the schedule. Between 
each record, penalty points are displayed. These are the points 
in each penalty category resulting from assigning the following 
bar to its current position. The column tatals thus indicate the 
total penalty in each category for the current schedule. 

A second option is to apply the improvement algorithm to the 
current schedule as described in the previous section. Since the 
improvement algorithm makes heavy use of the evaluation process, 
the two are shown linked in the schematic. If improvement is 
made, a new schedule is produced. 

The third process that may be elected is to request a graph
ical representation of the current schedule. Several options for 
graphical display are available. 

While these three processes have been described as separate 
activities, actual use of UMPIRE allows each to be used as 
needed. The original schedule may be graphed prior to evaluation 
or improvement, for example. At present, graphs are stored in 
one of 10 different files for later examination. 

The use of UMPIRE as discussed above presumes that the 
penalty structure has been pre-specified and is consistent with 
the current wisdom of hat mill scheduling. A major feature of 
the model, however, is the ability to change the penalty struc
ture. 

The quality of the schedule produced using the UMPIRE 
depends on the validity of the penalty structure. Since, the 
production objectives of minimizing width, hardness and gauge 
jumps are in conflict to some degree, one might question the 
accuracy of the specified penalty structure. What if the penalty 
structure does not accurately represent the objectives of the 
scheduling process? Perhaps the most important feature of the 
UMPIRE model is the ability to modify any given penalty structure 
and repeat the analysis described above. 

Suppose, for example, one decides that the actual impact of 
hardness jumps is not well understood and that, say, hardness 
jumps at the low end of the hardness scale are relatively worse 
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than previously thought. 

The penalty changing process within UMPIRE provides for this 
kind of ana1ysis. Penalties for all parameters may be changed 
and new penalties may be added in an iterative fashion. The 
improvement algorithm may be re-applied to the schedule, and the 
changes may be compared graphically as described previously. 

Thoughts on Model Use 
More research needs--to be done as to the use of UMPIRE towards 
the development of an efficient hot strip mill scheduling pro
cedure. The model is best viewed as a tool which will not dic
tate how production should be scheduled, but will let steel pro
duction experts test their ideas and intuitions about the rela
tionships between physica1 and metallurgical factors contributing 
to overall product quality. 

One way in which this might be accomplished it to itera
tively schedule production according to a specified penalty 
structure such as the one currently being used. The graphics 
capability of UMPIRE can be used to display schedule information 
explicitly. By changing the penalty structure, new production 
profiles can be produced in this manner. If production personnel 
are able to judge whether one profile is superior to another, 
they are implicitly making a judgement about the accuracy of the 
penalty designations. By using such a procedure systematically 
and over a period of time, there might be a collective conver
gence on a best penalty structure. Once this is identified, the 
improvement algorithm might actually be used to develop produc
tion schedules. 
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ABSTRACT 

The BEASY code is based on the Boundary Element Method (BEM) of 
Analysis which offers important advantages over the classical 
finite element approach. In BEM only the boundary needs to be 
discretized thus reducing by one dimension the data required to 
run a problem. Direct boundary element solution of the type 
used in BEASY gives displacements and stresses (or temperature 
and fluxes, etc.) with the same degree of accuracy, which makes 
the technique well suited to problems - for example involving 
stress concentration - where reliable and highly accurate results 
are required. Boundary elements are also well adapted to 
problems with infinite domains. 

BEASY can solve potential - including temperature - and 
elasticity problems. The code has its own pre and postprocess
ing facilities and in addition interfaces with well known 
modelling systems such as PATRAN. 

INTRODUCTION 

Over the past decade the finite element method (FEM) has become 
established as a tool for the solution of a wide variety of 
problems in engineering. 

The FEM may be seen as a method of solving problems for 
which the phenomenon under consideration obeys known differential 
equations within the domain. In the FEM the domain is discretized 
into a nurober of elements in each of which the solution of the 
governing equations is approximated by some functions which are 
required to satisfy the boundary conditions. A set of equations 
is then createdwhich forces the solution at the various (nodal) 
points to be such that the overall solution is the best approx
imation allowed by the chosen functions. 

An alternative approach is to use functions which satisfy 
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the differential equations in the domain but not the boundary 
conditions. The boundary may be divided into elements and the 
solution is assumed to vary in some manner within these elements. 
A set of equations may then be formulated in terms of nodal 
values, with the nodes this time only on the boundaries. The 
solution of these equations forms the best solution compatible 
with the assumptions of boundary value variation along the 
elements on the boundary. The attractions of such an approach 
are obvious. Only the boundary needs to be discretized thus 
reducing by one dimension the long list of nodal Coordinates and 
connectivity tables which make the finite element method so 
tedious. The idea is the basis of the method known as boundary 
elements [1][2]. Because of the type of influence functions 
used, boundary elements are also well adapted to problems with 
infinite domains. 

Because of its advantages the mathematical formulation of 
the boundary element method (BEM) is more complicated than in 
the FEM. Nevertheless the BEM has been applied successfully to 
problems in potential theory (including temperature), elasticity, 
plasticity and time dependent problems such as those governed 
by the diffusion and the wave equations. 

2. GENERAL ARCHITECTURE OF BEASY 

The general architecture of BEASY is shown in figure 1. BEASY 
includes pre and post processing modules and six independent 
modules for the solution of potential problems - including 
temperature - and linear isotropic stress analysis. The box 
labelled OPTIONS covers various more advanced applications of 
the BEM such as: elastoplasticity, time dependent problems and 
wave propagation. 

BEASY can be used to solve two dimensional, axisymmetric 
and three dimensional problems, and in the latter case one 
dimensional elements may be used for a certain range of problems. 
The elements are illustrated in figure 2. 

The constant and linear elements have linear geometry 
described by linear shape functions and the quadratic elements 
have fully quadratic geometry described by quadratic shape 
functions. The elements are called discontinuous because the 
nodes for the unknowns are situated within the element body 
rather than on the edge of the element. The reason for choosing 
this type of element is mostly practical. It is very easy to 
mix discontinuous elements putting quadratic elements in areas 
of rapidly varying stress (or potential) and linear or constant 
elements elsewhere. It is also not necessary for the points 
defining the boundary element mesh ( called mesh or geometry 
description points - and which would be nodes if continuous 
elements were used) tobe common to several elements. Figure 3 
shows a typical discretization for a bearing cap which is a 
perfectly valid mesh for BEASY but which would be difficult to 
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handle if continuous elements were used. Figure 3 was pro
duced using PATRAN. Using this technique there are no problems 
of "fanning out" elements from areas of high element density. 

The 3D quadratic element, which has numerous practical 
applications, is a complete bi-quadratic element containing nine 
nodes as opposed to the more common incomplete 8-node quadril
ateral. The reasons for choosing a 9-node element arenot only 
that it contains all the terms for a full bi-quadratic expansion 
but also because the classical BEM is a collocation technique 
with the nodes as collocation points and the use of a 9-node 
element gives rise to an even pattern of collocation points. 

Options include some bar elements for potential problems 
with quadratic variation of unknowns. 

Loadings and Boundary Conditions 
The boundary conditions available in the potential modules are 
prescribed potential or flux density, or a linear relation 
between the two (generally called a heat transfer boundary 
condition because it is commonly used in thermal analysis). 
Non-linear boundary conditions as specified by clients for a 
particular application are easily modelled and this has been 
done successfully in the field of cathodic protection where the 
potential and flux (current) density on the cathode are related 
by the polarization curve. The 2D and 3D modules can also model 
concentrated point and line sources which is a useful feature 
for many applications. 

The stress analysis modules allow for prescribed displace
ment or loads or spring boundary conditions. The boundary 
conditions may be entered either in the global coordinate system 
or in a local system, one of whose axes always coincides with 
the normal to the boundary surface. This local system is not 
only useful when applying boundary conditions of a single type 
(e.g. when specifying an internal pressure in a spherical 
pressure vessel) but is absolutely essential when specifying a 
mixed type of boundary condition such as sliding, where the 
displacement is prescribed normal to the boundary and the load
ing is prescribed tangential to the boundary. Problems with 
gravitational or rotational loading or problems where the 
stresses are due to steady state thermal loading may also be 
analysed. These problems involving body forces may be analysed 
quite simply [3]. In the case ofthermal analyses it is 
necessary first to solve the potential problern to obtain the 
temperature and fluxes at the boundary nodes and the temperatures 
at any internal points. This information is then fed into the 
stress analysis module which then calculates the thermal stresses. 
Exactly the same data file may be used for both analyses. 

Analysis Steps 
BEASY carries out a typical Boundary Element analysis in six 
distinct steps (see Table 1). The analysis may be started or 
stopped at each step. 
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Step Input Computation Output 
Required Generated 

1 Data file Check on data 

2 Data file Formation of influence Influence matrices 
matrices 

3 Data file Application of the ~ System matrix A 
Influence of boundary conditions (Part of systei 
IIB.trices to form the system of equations 

matrix A x = d) - - -
4 Data file Reduction of the left Reduced left hand 

System hand side of the side 
matrix system of equations 

5 Data file Application of the Boundary solution 
Reduced left magnitude of the 
hand side boundary conditions 

to form the right hand 
vector d 
ReductiÖn and back-
Substitution to obtain 
the boundary solution 

6 Data file Computation of results Results at internal 
Boundary at internal points points 
solution 

Table BEM Steps 

BEASY carries out some comprehensive checks on the data. 
If clients request the addition of more sophisticated checks 
then these can be provided. 

The boundary element method results from applying the 
techniques of finite element discretization to the boundary 
integral formulation of the problem. This results in the 
formation of influence matrices (usually H and G) which 
describe the behaviour at each node due t~ unit -excitation at 
each node (Fig. 4). The influence matrices HandGare related 
by the equation 

Hu=Gp+l? 

where u LS the vector of nodal boundary potentials or displace
ments 

p is the vector of nodal boundary fluxes or loadings 
and fi is a vector which results from sources within the 

problern or from body forces. 

The H and G matrices are analogous to the stiffness matrix which 
one obtains when using the Finite Element Method (FEM). The 
fact that there are two matrices and not one is a consequence of 
the mixed character of BEM solutions, i.e., one works with pot
ential and fluxes, displacements and stresses, etc. This mixed 
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approach makes BEM results generally more accurate than FEM 
solutions. 

Application of the type of boundary conditions enables the 
elements of the matrices to be rearranged so that we may write 

A X = B f + b 

where A is the system matrix 
X is the vector of unknowns 
ß is ilie complementary matrix 

and f is a vector of prescribed boundary values. 

The system matrix A and the complementary matrix B are 
stored on disc. 

Gauss elimination is now applied to the system matrix A. 
This reduction of the left hand side also consumes a large-pro
portion of the total run time for a typical problem. The reduced 
matrices are stored on disc. 

Not until this stage is the vector b due to sources/body 
forces evaluated and the right hand side vector d calculated 
from the equation 

d = B f + b 

The final equations may be solved for the vector of unknowns x. 
BEASY uses an out of core solver when necessary to enable large 
problems to be run efficiently on quite small machines. 

The final step calculates the values at internal points 
using the boundary solution just ob~ained. 

The analysis in the manner described above minimizes the 
run times required for repeated analyses. As the influence 
matrices are dependent only on the mesh geometry and material 
properties, then having designed a satisfactory mesh it is only 
necessary to create the influence matrices once. The analysis 
for subsequent boundary conditions need only be restarted at 
step 3 if the type of boundary condition has been altered, e.g. 
a prescribed displacement is specified where previously the 
loading was specified. If only the magnitude of the boundary 
condition is altered, or new sources/body forces added then it 
is not necessary to repeat steps 3 and 4 but the run may be 
restarted at step 5. Thus the time consuming steps of forming 
the influence matrices and of decomposing the system matrix are 
avoided. 

Once the boundary solution is obtained the solution at irr
temal points is calculated by a fairly simple procedure. No 
further equation solution is required. If after inspection of 
results the user decides more information is required within the 
boundary then only step 6 need be repeated. 



www.manaraa.com

15-146 

Symmetry 
Symmetry is handled by the simple expedient of reflecting the 
boundary about the plane of symmetry and continuing the boundary 
integration around the reflected part of the structure. By 
making use of the fact that not only the geometry but also the 
potentials, fluxes, displacements and loadings are symmetric 
the number of equations is not increased. Indeed it is reduced 
by the fact that no elements are required on the plane of 
symmetry. The time taken to compute the influence matrices is 
increased but the extra cost is nearly always outweighed by the 
reduced number of man-hours taken up in data preparation. 

Zones or Subregions 
Although BEASY does not enable the user to model problems with 
continuously varying material properties such as Young's 
modulus or conductivity piecewise constant properties may be 
handled by considering each part of the problern as a boundary 
element zone or subregion. This is a very useful facility as 
it may also be used in certain types of problems to reduce the 
total run time as its effect is to start to band the influence 
matrices. 

BEASY Options 
The options in BEASY cover a number of more advanced BEM appli
cations. They each have only one element type and cannot 
handle zoned problems. They are:-

BETA2D Solves the diffusion equation in two dimensions. Its 
main application is in time-dependent thermal calcula
tions. Uses a conforming linear element. 

BETAAX As BETA2D but for axisymmetric geometries. [4] 

BEPLAS Solves problems in elasto-plasticity in two dimensions. 

BEPLAX As BEPLAS but for axisymmetric geometries. [5] 

BERPOT Solves the scalar/potential wave equation in three 
dimensions. Has been used to analyse the transient 
response of liquids due to an explosion at a point [6]. 
Uses a non-conforming complete biquadratic quadrilateral 
element. 

3. APPLICATIONS 

i) Connecting Rod 
Figure 5 shows the BE mesh for stress analysis of a connecting 
rod when subjected to a load from a crankshaft. Notice that no 
elements are required on the plane of symmetry. This example 
is included to illustrate how easy it is to create the necessary 
data using the BEASYG preprocessing facilities. 

The necessary commands to create the mesh and loadings are 
given below. 



www.manaraa.com

15-147 

LE 3 BC 3,3,4,15, 1 
SX BL 4,4,5,5 
BP 1,0,0 BC 5,5,6, 16,2 
BP 2,35,0 BL 6,6, 7.1 
BP 3,35,47.803 BL 7,7,8,3 
BP 4,37,56.75 BL 8,8,9,2 
BP 5,55,95 BC 9,9,10,17,2 
BP 6,63.759,100.56 BC 10, 10,11,14 ,6 
BP 7,67,100.56 BC 11, 12, 13,14,11 
BP 8,67,144.29 ZE 2100 
BP 9,65,754,155 ZP 0.28 
BP 10,52.846,159.64 ZI 1,4.135,66 
BP 11,0, 187.5 ZI 9,37.218,66 
BP 12,0,167 .5 ZI 10,42.723,144.29 
BP 13,0,82.5 ZI 14,32.145,144.29 
BP 14,0,125 EP 29,-1,-7.802,-7.705,-7.775 
BP 15,56.1,47 .803 EP 30,-1,-7.705,-6.947,-7.424 
BP 16,63.759,90.88 EP 31,-1,-6.947,-5.533,-6.293 
BP 1 7. 6 5. 7 54. 1 7 5. 7 EP 32,-1,-5.533,-3.522,-4.586 
BL 1, 1,2, 2 EP 33,-1,-3.522,-1.231,-2.442 
BL 2,2,3,4 PD 1,-1,0,0 

ii) Corrosion Protection System for an Offshore Platform 
Fig. 6 shows the boundary element mesh required for the analysis 
of the impressed current corrosion protection system for an off
shore platform to be operated in the North Sea. The requirement 
is to solve Laplace's equation in the infinite domain of the 
seawater and the designer wishes to know the current density on 
the cathode, which is the hull of the platform. Since the 
boundary of the seawater is the platform itself this example is 
ideally suited to the BEM. There are three planes of symmetry 
in the problem. Two of them are genuine planes of symmetry. 
The mesh shown in Fig. 6 represents only one quarter of the 
total problem. The third plane of symmetry is put on the sea 
surface to enforce the boundary condition au/an = 0 on the sea 
surface, which saves hav~ng to put elements there. There are 
also some elements (not shown in Fig. 6) a large distance from 
the platform. These elements were used to enforce the boundary 
condition required by the designer of au/an = 0 at infinity. 
Without these elements the BEM would automatically enforce a 
boundary condition of u = 0 at infinity which is not what the 
designer desired. It should be noted that this mesh at 
"infinity" is not connected to the mesh on the structure itself. 
The smallest elements used in the problern had dimensions of 
460x45 mm (on the anodes) and the largest had dimensions of 
30x30 m (on the "infinite" boundary). The problern was run on 
an early version of BEASY which only had constant elements, 
and was analysed using 653 elements. If it were to be re
analysed today the nurober of elements could be considerably 
reduced by using quadratic elements. Several analyses were 
performed as the designer not only wanted results for the 
complete system but also wanted to know what would happen if 
various combinations of anodes were switched off. The ability 
to restart the analysis at various intermediate points was very 
useful here. Current intensity contours near a typical K-joint 
with protective anodes are shown in Figure 7. 
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iii) Crankshaft Analysis 
Figure 8 describes the mesh used to analyse a typical crankshaft 
for an autornative manufacturer. The object of the analysis was 
to calculate the stiffness of the shaft section. Notice that 
two planes of symmetry have been taken into consideration. The 
rest of the external surface has been discretized into 51 quad
rilateral elements with 1377 unknowns. The module BE3DTE was 
used in this analysis, the data plots were done using PATRAN 
for which an interface with BEASY is now available. A plot of 
the displaced shape (figure 9) was also obtained using PATRAN. 

Because of the way the example was run CPU times were not 
available. More recently another example was run in a CRAY-1 
machine consisting of 67 elements, i.e. 1809 unknowns and its 
solution took 15' of CPU time. 

iv) Bearing Cap Analysis 
Figure 3 shows a mesh used to investigate behaviour of a bearing 
cap under load from the bearing. Again BE3DTE was used and 
figure 10 (produced using PATRAN) shows contours of direct 
stress. 

v) Turbine Disc 
Figure 11 shows the analysis of transient temperature distribu
tions in a turbine disc. The initial temperature of the turbine 
disc is 295.1°K and the values of the thermal conductivity, 
density and specific heat are 5W/m- 1°K- 1 , 8221 kgm-3 and 550 
JKg- 1oK- 1 respectively. There are 18 different zones along the 
boundary each with a different set of prescribed values for the 
heat transfer coefficient and the temperature of the surrounding 
gas and their time variation at one of such boundary zones is 
shown in Fig. 11. Note that the mathematical representation of 
the heat transfer coefficient implies the use of mixed boundary 
conditions of the type au + ßq = y. No special difficulty is 
associated with this implementation. 

For comparison purposes a FEM analysis employing 71 quadratic 
isoparametric elements and 278 nodes was also carried out. The 
BEM discretization employed 90 linear elements and 106 nodes 
(there are 16 double nodes to allow for the discontinuities on 
the boundary data at the intersection of boundary zones). A 
stepwise linear variation was prescribed for the boundary temper
ature. For the boundary flux it was assumed to be linear or 
quasi-quadratic according to the variation of the heat transfer 
coefficient and external temperature within each step. 

BEASY results (isothermals) at a typical time are plotted 
in Fig. 11. The BEM and FEM (not shown) results werein excell
ent agreement. 

It is important to point out that the BEM results were 
obtained using a novel approach of referring the integral equa
tion always to the initial conditions. As the initial conditions 
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are usually everywhere zero this rneans that one is always 
solving a boundary problern, i.e., only boundary integrals need 
be cornputed. This technique presents irnportant advantages for 
unbounded dornains. The time dependent option of the BEASY 
program can use internal cells within the dornain and the above 
technique of referring all variables to the boundary. The time 
dependent codes can be used for the solution of two-dirnensional 
and axisyrnrnetric potential problerns. 

4. CONCLUSIONS 

BEASY is a cornprehensive cornrnercial application package of the 
BEM. It is being used by rnany large industrial cornpanies who 
are finding it a useful tool in their design offices. 

Its chief advantages over FEM packages are 

i) Only having to discretize the boundary greatly eases data 
preparation. This is in the authors' and users' opinion 
the greatest advantage of the rnethod. With cornputing costs 
still declining and engineers' time becorning rnore expensive 
the saving in engineers' time is far rnore significant than 
savings in rnachine time. Also, engineers welcorne anything 
which relieves thern of the dreary chore of data preparation 
and leaves thern free to concentrate on rnore irnportant tasks. 
Even rnore fundamental is the fact that analysis invariably 
lies on the "critical path" in the design and production 
process and any tool which can shorten the "turn-around" 
time through the analysis office can bring forward the date 
of cornpletion of the project. This in turn has very sig
nificant econornic effects, particularly irnportant in a 
cornpetitive world. It is often said that modern rnesh 
generators can rnake FEM data as easy to prepare as BEM data. 
However, it is the authors' opinion, based on our constant 
visits to industrial cornpanies rnany of which have invested 
heavily in FEH packages, that rnesh generation is still a 
rnajor problern. 

ii) The ability to handle infinite dornains. A surprising 
nurnber of problerns fall into this category and the diffic
ulty of using FEM for this type of problern is obvious. 

iii) The reduced nurnber of degrees of freedorn needed to analyse 
a typical problern rneans that large problerns can be handled 
on srnall rninicornputers. 

iv) Results at internal points are obtained only at points 
requested by the user. As the user is rarely interested 
in the full field solution (and is in fact often interested 
only in the boundary solution) this is a distinct advantage. 

All these advantages point to the irnportance of boundary 
elernent rnethods and the need of providing industry with adequate 
software. BEASY is the first cornprehensive boundary elernent 
package available to the practising engineer. 
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~ 
Two Dimensional and Three Dimensional 
Axisymmetric problems Problems 

Geometry Nodal Geometry Nodal 
Description Unknowns Description Unknowns 

CONSTANT / / 0 8 
LINEAR / / 0 ~ 

8 QUADRATIC / ~ ~o oll 0 0 0 
_oo 

Figure 2 Main Element Types 
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Figure 4 Influence Function 
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Figure 5 Connecting Rod: Discretization 
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Figure 6 BE Mesh for an Offshore Platform 
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Typical Discretization of a Bearing Cap (notice 
the use of discontinuous elements throughout) 

Cranksllilft: Oiscretization 
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Figure 9 Crankshaft: Displaced Shape 

Figure 10 Bearing Cap: Contours of llirccl Stress 
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Figure 11 Turbine disc: (a) FEM mesh 
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(b) BEM discretization 

(c-e) boundary e1ement resu1ts 
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COMPAMM - A PROGRAM FOR THE DYNAMIC ANALYSIS OF MULTI-RIGID-BODY 
SYSTEMS 

J. Unda, A. Avello, J.M. Jimenez, J. Garcia de Jalon 

Department of Applied Mechanics, University of Navarra, San Se
bastian, Spain. 

Centro de Estudios e Investigaciones Tecnicas de Guipuzcoa, 
Spain 

INTRODUC'I'ION 

Many mechanical systems can be effectively modelled by systems of 
interconnected rigid bodies. The dynamic analysis of such systems 
can be done by analytical or numerical methods. The analytical me 
thods as those described for three-dimensional systems by Duffy -
(1980), have considerably extended the field of application in 
the last few years,bu.t the theoretical and practical difficulties 
are so great that the only alternative to general analysis are 
the numerical methods. These methods have opened up the possibi
lity of developing general purpose computer programs, like the 
well known IMP, ADAMS and DADS-3D packages, described by Sheth 
et al. (1972), Orlandea et al. (1977) and Wehage et al. (1982), 
respectively. 

In this paper the distinctive features of a general pro 
gram for the dynamic analysis of multi-rigid-body systems are des 
cribed.The program COMPAMM {COMputer Analysis of Mechanisms and
Machines) carries out the dynamic analysis of any planar mecha
nism made up of a set of rigid bodies linked by revolute and/or 
prismatic pairs, which can contain linear or non-linear springs 
and dampers between its elements and also rigid and radially de
formable wheels running over a road profile. The analysis can be 
performed under any kind of external forces, previously defined 
by the user, including the forces of viscous friction in the ki
nematic pairs. The situations of impact between the mechanism 
elements and wheels, and the road profile, can be analyzed by 
the program under any situation of restitution and friction at 
the point of contact. 

The program COMPAMM can also perform the dynamic analy
sis of any three-dimensional mechanism formed by rigid bodies 
linked by spherical (S), revolute (R), cylindrical (C) or prisma 
tic (P) pairs as well as universal joints (U) , and containing -
springs and dampers, and also under any set of external forces. 
The program capabilities ar.e now being developed and the next 
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features to be added in the near future is the posibility of ana 
lyzing three-dimensional wheels and three-dimensional impact Si
tuations. 

The program COMPAMM is based on the method of natural 
Coordinates developed by the authors in the reference Avello et 
al. (1984), Garcia de Jalon et al. (1981) and (1983), Serna et 
al. (1982), Unda et al. (1983), (1983) and Villalonga et al. 
(1984), which uses as coordinates of the mechanism the cartesian 
coordinates of some of its points and the cartesian components 
of some unitary vectors. These "natural coordinates" provide a 
simple and easy way of considering the kinematic pairs naturally 
associated with a particular direction like R, C,P and U pairs. 
This method is caracterized by its conceptual simplicity and its 
easy implementation on a computer. 

In this paper the natural coordinates method will be 
briefly presented, with also some examples of application which 
show the capabilities of the COMPAMM program. 

THE "NATURAL COORDINATES" METHOD 

Mechanism Coordinates 
The central point in any numerical method for the kinematic and 
dynamic analysis of mechanisms is the definition of the mechanism 
"Coordinates". Thesecoordinatesare a set of non-independent pa 
rameters which unequivocally define the position of each element 
of the mechanism. They are not independent because any set of p~ 
rameters greater in number than the number of degrees of freedom 
of the mechanism, must satisfy some geometric compatility equa
tions, known as "constraint equations". The constraint equations 
play a fundamental role in the analysis of these rigid-body sys
tems and are closely related to the type of mechanism coordina
tes chosen. 

On the other hand, the "generalized coordinates" of a 
mechanism are defined as a set of independent coordinates whose 
number coincideswith the number of degrees of freedom. The gene
ralized Coordinates do not directly determine the position of 
each element, and it is necessary to solve the non-linear posi
tion problern to obtain the mechanism coordinates from the genera 
lized ones. For this reason, the generalized coordinates can not 
be used to determine the position of the mechanism. They can be 
used to define the velocities and accelerations of the input ele 
ments, or in the numerical integration of the differential equa~ 
tions of motion. 

Figure 1 shows an RSCR three-dimensional mechanism who
se position is defined using natural Coordinates. 

Constraint equations 
The constraint equations associated to the natural coordinates 
are obtained in two ways; from the rigid body conditions between 
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points and vectors belanging to the same element, and from the 
constraints imposed on the relative motion of two rigid bodies 
by the kinematic pair that links them. 

Figure 1 

In the planar case the rigid body condition for a bina
ry element is established through a constant distance condition 
between the two points that belong to the elemen t , as i s explal 
ned by Garcia de Jal6n et at. ( 198 1) . and ( 1983 ) . Some times , in 
more complicated e leme nts , it is n ecessary to impose sever al 
constant distance conditions, and even a constant area const raint 
between three points, that belanging to the same element, are on 
a straight line. This is necessary because the three constant 
distance conditions that could be impose d are not linearly inde 
penden t (Figu re 2) 

k t n the three- dimen s ional 
case the c ons train t equa
t i ons associated to t he r i 
gid body condition 0f an 
element are also formula 
ted v e ry easily, establi
shi~g c onstant angle and 
constant dista nce c ondi
t i ons between the p oints 
a n d uni tary vectors that b e 
l ong to the same e lement . Fi gure 2 
These c onstraint equations 

are formulated a s scala r products between unitary vectors, a s s ca 
lar products between a v ector formed by two points a nd a unitary
vector, and as c ons tant distance condit ions between points bel o ng 
ing o f the same e l e me nt. -
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Figure 3 

ment, the constraint 
be formulated. 

Figure 3 shows an element 

with two points and two unitary vec
tors. Its element or rigid body cons
traints are the constant distance con 
dition between points i and j, the 
constant angle conditions between the 

vector {rij} and the unitary vectors 
{un} and {um} respectively, the cons
tant angle between the unitary {um} 
and {un} "and the conditions of unitary 

norm for vectors {un} and {um}. 

Once the rigid body conditions 

have been established for every ele

equations due to the kinematic pairs must 

In the planar case, the rev~ 
lute pair (R) shown in figure 4a,does 
not imply the introduction of any new 

constraint equation, because this is 
automatically considered when the two 
elements share the point located at 
the pair. The prismatic pair (P)shown 
in figure 4b determines two constant 
area constraint equations between 
points i, j, k and between points i, 

j, l. Figure 4a 

In the three dimensional ca
se the natural Coordinates allow agair 

a very simple formulation of the kin~ 
matic constraints. In a spherical pa
ir (S) (figure Sa), the constraint 
imposed on the relative motion of the 
elements is automatically considered, 
as in the planar case for the revolu
te pair, when the two elements share 

the point located in the pair. Figure 4 b 

A three-dimensional revolute pair (R) (figure Sb) does 

not need any new constraint equation either, when the two ele-

ments joined by it share a point located in the pair and a unita 

ry vector associated with its revolution axis. 

Figure 5a 

A cylindrical pair (C) (figure 
Sc) is considered in the analysis when 
both elements share a unitary vector 
aligned with the revolution axis of the 

pair, and taking into account the cond! 

tion of alignement between points i, j 
and that unitary vector. This condition 
is imposed through a vector product of 
the vector determined by the two points. 
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FigurF.:• 5 b Figure 5c 

It .is also possible to consider in the analysis, in a 

similarly easy way, other pairs as the prismatics pair, the uni

versal jo.int, etc. 

As has been shown, the natural coordinates allow the de

finition of the mechanism position with a small number of coor

dinates, an important fact for the efficiency of the method.They 

also permit the easy establis~ent of the constraint equations, 

which are quadratic, and therefore can be easily differentiated 

and nurnerically treated. 

KINEMATIC ANALYSIS 

The kinematic analysis of mechanism/Garcia de Jal6n et al. (1981), 

(1983) and Villalonga et al. (1984)/, can be done through the d~ 
fferentiation in respect to the time of the element and pair con~ 
traint equations defined in the previous section. The following 

system of linear equations can be obtained 

IA({x}) I {:X:} = {0} ( 1) 

where {x} is the vector of natural coordinates of the mechanism, 

{x} is the vector of natural velocities and IA({x}) I is the "ki

nematic matrix", which is a sparse reetangular non-symmetric ma

trix, which depends on the mechanism position. The rows of this 

matrix are formed by the derivatives of the constraint equations 

with respect to the {x} Coordinates. As a consequence of the cons 

traint equations being quadratic equations, matrix lAI elements

are obtained directly from the mechanism position vector {x} . 

Completing the system with as many known velocities as the num

ber of degrees of freedom of the mechanism, and solving the re

sultant linear system of equations, the vector of velocities of 
the natural coordinates {x} is obtained. 

Differentiating again expression (1) with respect to ti

me, the following result is obtained 

IA<{x}) I {x} = -lt~<{x},{x}) I {:X:} 
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where {~} is the vector of accelerations of the natural coordina 
tes, and the right hand term of this expression is easily obtai
ned knowing the velocities and the position of the mechanism.Com 
pleting the resulting system as in the velocity analysis, the -
vector of mechanism accelerations is obtained. 

DYNAMIC ANALYSIS 

Inertia Forces. Mass Matrix 
It has been demonstrated by Avello et al. (1984), that for every 
element it is possible to express the virtual power of its iner
tia forces using an inertia matrix !Mic, square and symmetric, 
and using the acceleration vector of tHe element, in the follow
ing way 

{x}T (-!MI {x} ) 
- e e e 

(3) 

where {x}eis the virtual velocity. Matrix !MI can be computed 
very easily from the inertia properties of th~ element. 

The virtual power of the inertia forces of the whole me 
chanism can be expressed using a global mass matrix !MI, formed 
by the asscmbly of the inertia matrices of each element, in the 
following way 

(4) 

Natural Coordinates and Generalized Coordinates 
As has been stated previously, the natural coordinates are not 
independent, because they are interrelated through the constraint 
equations. Nevertheless it is always possible to select an inde
pendent subset of natural Coordinates whose number coincides 
with the number of degrees of freedom of the mechanism, and which 
are capable of defining unequivocally the mechanism motion. This 
set of natural coordinates has been called previously generali
zed coordinates. 

The relation between the velocities of the natural coor 
dinates and the generalized velocities can be expressed in the 
following matrix form 

(5) 

where matrix IR! is a reetangular matrix with as many columns as 
the number of degrees of freedom of the mechanism. This matrix 
can be easily calculated solving the velocity problern as many ti 
mes as the existing number of degrees of freedom, giving altern~ 
tely value one to a generalized velocity and zero to the others. 
The columns of matrix IR! constitute a basis for the space of 
allowable motions. Differentiating expression (5) with respect 
to time 

{x} = IR! {z} + IR! {z} (6) 

is obtained. 

In this expression, matrix !PI can not be easily calcu
lated, but the term IRI{z} has a physical sense which permits its 
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easy calculation: this physical sense can be seen in expression 
(6), the term jRj{z} being the natural accelerations when the g~ 
neralized ones are zero. 

Differential equations of motion in generalized Coordinates 
The differential equations of motion can be established via the 
Theorem Virtual Power/Serna et al. (1982), Unda et al. (1983), 
Avello et al. (1984)/. The virtual power generated by the forces 
acting on the mechanism for a given virtual velocity compatible 
with the mechanism constraints can be expressed as 

{x}t ({F } + {F. }) = {0} (7) 
ex ln 

where {l}t{F x} is the virtual power due to the external forces 
and {x} {FinJ the virtual power due to the inertia forces which 
can be substitued by the expression (4), resulting in 

{:X:} t ({Fex} - IMI {x} ) = {0} (8) 

Substituti~g in this expression the virtual velocity in 
terms of the generalized velocities {z} (5) 

{z}tjRIE ({F } - IMI {x}l = {o} (9) 
ex 

in this expression the components of {z} are independent and ar 
bitrary, and therefore it can be established that 

( 10) 

Substituting in this expression the vector of natural 
accelerations in terms of generalized velocities and accelera
tions using expression (6) 

( 11) 

is obtained, which is a system of F differential equations (as 
many as the number of degrees of freedom of mechanism) . 

The external forces acting on the mechanism can be ta
ken into account through the vector {Fex}. This vector can be o~ 
tained reducing the external forces to the direction of the nat~ 
ral Coordinates in such a Eay that these reduced forces generate 
the same virtual power {x} {Fex} as the external forces. The pr~ 
gram can take into account any kind of external forces through a 
simple subroutine provided by the user. 

Springs and Dampers. Viscous Friction 
The COMPAMM program can study the effect of springs and dampers 
acting between any two points of the mechanisms. The spring or 
dl1l.mper acting on them can be substituted by its effect: the force 
acting between these two points which can be formulated as a func 
tion of the medlanism coordinates and velocites 

{Fk ({x}) } 

{F d ( {x}, {x}) } 

( 12) 

( 13) 

these effects are then taken into account integrating these expre 
ssions into the vector of external forces {F } of expression (1l). 

ex 
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The viscous friction forces acting on the kinematic 
pairs can be studied in a very similar way, as they are veloci
ty dependent forces that after being reduced to the direction 
of the natural coordinates, can also be integrated into the ex
ternal forces vector {F }. 

ex 

( 14) 

Impacts 
Impacts, i.e. very large forces actuating on very small time in 
tervals, can play an important role in the dynamic behaviour of 
many mechanical systems. 

In rigid body mechanics, impacts are usually studied by 
means of the equation of momentum conservation, taking the form 

( 15) 

where {x}b and {x} are the velocities before and after the im 
pact, {p} is a uni~ary vector in the impact direction (compri-
sing external, internal and reaction impacts), and k is a scale 
factor. Applying the Theorem of Virtual Power to equation (15), 
the fo1lowing result can be obtained 

IRit (IMI({x} - {x} ll = kiRit {p} 
a b e 

( 16) 

where {p} is an unitary vector in the direction of external im 
pacts onl~, because the others do not give resultant power. Or~ 
dinarily {p} is a known vector. 

e 
In order to compute {x} and k it is necessary to add 

new equations to system (16). ~ese equations arise from the 
compatibility of velocities after the impact 

{0} ( 1 7) 

and from Newton's equation 

( {x} l 
E 

a r 
( 18) 

where E is the Newton coefficient of restitution (E=1 for per
fectly elastic impacts, and E=Ü for perfectly plastic ones) ,and 
subscript r denotes the component in the direction perpendicu
lar to both surfaces at the point of contact. 

The Wheel~Road Subsystem 
A subsystem composed of a rigid or radially deformable planar 
wheel, and a road of a general profile has been developed,/Unda 
et al. (1983)/ in order to broaden the range of applications of 
the program. 

The road profile can be modelized in the form of several 
spans. Each span is defined by the user, by the position of se-
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veral points and by the tangent angles at the beginning and at 
the end of the span; the use of cubic splines defined in local 
axes allows continuity in first and second derivatives and non 
single valued functions in global coordinates. It also permits 
slope discontinuity between contiguous spans. As a particular 
case straight spans can also be included. 

The wheel is mode 
lized with two points, as 
can be seen in figure 6, 
one in the center and ano 
ther on the extreme of a 
radius. These points are 
related by a constant di~ 
tance constraint equation. 
In order to consider the 
wheel inertia forces in 
the analysis, its total 
mass and moment of iner
tia are substitued by its 

Figure 6 

equivalent masses, two punctual masses on both points, and a dis 
tributed mass in the line between them. Sometimes negative va
lues for the equivalent masses are obtained, but this is not a 
problern for the numerical solution. 

The rolling condition of the rigid wheel over the road 
profile is equivalent to constant distance conditions between 
points A and B and their centers of path curvature Oa and Üb· 
These conditions imposed through Lagrange Multipliers, also pr~ 
vide the means to compute directly the contact force, and then 
the rolling condition can be checked. 

In the radially deformable wheel the contact force is a 
function of the wheel deformation and can be introduced into the 
analysis through the term of external forces in a similar way as 
in the analysis of springs and dampers. The rolling condition in 
a deformable wheel needs a new constraint equation which imposes 
a relation between the velocity parallel to the road profile of 
the center of the wheel, and its angular velocity. 

When the contact force angle exceeds the allowable va
lue determined by the coefficient of friction, a sliding condi
tion occurs. 

In this case, for the rigid wheel, there is only one k~ 
nematic constraint that corresponds to the constant distance 
condition between the wheel center and its center of path curv~ 
ture. The second condition is a dynamical one, where a tangent 
friction force must be imposed on to the wheel whose value is 
proportional to the normal force. If the kinematical constraint 
is imposed with a Lagrangian Multiplier, the normal force appears 
as an unknown and then the friction force can be introduced di
rectly into the equilibrium equations,resulting in an extremely 
simple way of considering Coulomb friction. 
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In the radially deformable wheel the sliding condition 
is only a dynamical one, similar to that of the rigid wheel. The 
normal force is now known because it is a function of the wheel 
deformation and then the friction force can be easily introduced 
into the equilibrium equations. 

The sliding condition must also be checked continuously 
in order to detect a possible change to rolling. This check can 
be carried out by following the sign of the contact point veloci 
ty. 

The lass of contact of the wheel can be detected easily 
checking the change of sign of the normal contact force. When 
this happens, none of the aforesaid kinematic or dynamic cons
traints must be imposed. The system evolves until a geometrical 
interference between wheel and road is detected. At this moment 
in the case of rigid wheel, an impact occurs and equations (16-
18) must be applied to obtain the velocities after this impact. 
For a deformable wheel, the loss of contact is detected in a si 
milar way, but there is no need to use the impact equations when 
a new contact is reached.In this situation the contact forces 
between road and wheel are applied again and the sliding, rol
ling and loss of contact checks are now activated. 

Numerical integration of the motion differential equations 
The resulting system of differential equations (11) can be nume
rically integrated, beginning from the initial position and velo 
city, to obtain the evolution of the mechanism. 

For this numerical integration, first order differenti
al equation integration methods can be used, as Runge Kutta, me
thods of polynomical interpolation, Adams predictor /corrector, 
etc .... The subroutines of application of these methods publi
shed by Gear (1971), Forsythe et al. (1977) and AERE Harwell 
(1981) are very interesting. These subroutines can estimate the 
integration error and can change the step length to mantain this 
error under a maximum value established previously by the user. 

The system of second order differential equations (11) 
can be easily reduced to a system of first order differential 
equations with twice the number of variables, in order to use the 
subroutines referred to previously. 

The COMPAMM Data Input 
The program data can be prepared very easily. First of all, it 
is necessary to choose the natural Coordinates of the mechanism, 
numbering them and giving their initial value, in order to defi
ne the initial position of the mechanism. Then, the elements 
must be defined, numbering them and indicating the natural coor
diantes belanging to the same element. The kinematic pairs must 
also be defined in a similar way. 

The rest of the data needed, depends on the problern to 
be analyzed. In a kinematic analysis it is necessary to define 
the velocities and accelerations of the input elements. In a dy
namic analysis, a FORTRAN subroutine of external forces must be 
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supplied by the user , also the inertial characteristics of the 
elements, the initial velocity of the mechanism , the duration in 
seconds of the simulation and the maximum error permitted to t he 
numerical integration are to be supplied. 

Once the program has been provided with this data, t he 
dynamic simulation can be started. 

The COMPAMM Results Output 
The easy interpretation of the natural coordinates, velocities 
and accelerations, eliminates the need of t he postprocessing of 
the dynamic simulation r esults. The output of the program i s the 
pos ition or velocity or acceleration histories of any natura l 
coordinate of the mechanism . 

The program can also represent t he moti on of the mecha
nism in a plotter as a sequence of static .positions separated by 
the same interval of time. 

The motion can also be r epresented dynamically i n a re
fresh graphics display, where the mechanism can be seen in move
ment during t he time that the dynamic Simulation lasts . The mo
tion can be slowed or acce1erated o n the display as the u ser wi
shes . This all ows a quick interpretation of the r e su1ts . 

EXAMPLES 

Three different examples are p r esented. The first example shows 
the planar dynamic simulation of the behaviour of a single bar 
under the gravitational force, fa1ling and h itting with a static 
obs tacle . Figure 7 shows the motion of the bar during 5 s econds , 
r epresent ing a position each 0 . 04 seconds .The impact s ituati ons 
have been analyzed with a Newton coeffic ient value of 0 . 9 and 
with a coeffic i ent of fric tion of 0 .2. 

Figure 7 
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Figures 8 to 11 show the planar dynamic simulation of a 

two wheel vehicle with rigid wheels over a stair shaped road at 

a speed of 90 Km/h. Each figure shows the motion of the vehicle 

for 0.3 seconds of simulation, figure 8 from 0.0 to 0.3 seconds, 

figure 9 from 0.3 to 0.6, figure 10 from 0.6 to 0.9 and figure 

11 from 0.9 to 1.2 seconds. 

Figure 8 

Figure 9 

Figure 10 

Figure 11 
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Finally figure 1 2 s hows the evolution of a SSC three d i 
mensional mechanism under grav itational force . The motion i s r e 
presented for 1.2 seconds each 0 .03 seconds. 

Fig ure 12 

CONCLUSIONS 

This pape r presen ts the features of a gen e r a l progra m for the dy 
namic a nalysi s of multi- rigid- body systems . Th e program COMP~1-
(COMputer Analys i s of Mech anisms a n d Mach i n es ) is b a sed on the 
natural Coordinates mc thod of numerical analys i s of mechan isms, 
developed b y the authors, which u ses as c oordinates of the mecha 
nis m the carte sia n COOrdinate s o f some of its points and t he car 
tesian comp onents of unitary v ectors. The c onceptual simplic i ty
of the method , t h e easy formulation of the con str a int equations , 
which are a lways l inear or qua drati c , and the dir ec t i nterpr eta
tion of t h e n atural coordinates , v elociti es a n d accel erati ons , 
a llow a n easy impl ementation of t h e program. 

The p rog ram c apabilities a r e now bein g developed in or
der to incor porate the pos sibility of analy zing thre e dimen s io
n a l wheel s a n d thr ee- dime nsional impact Situati on s . 
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COMPUTER AIDED METHODS FOR THE SYNTHESIS OF MECHANISM 

KINEMATIC MODELS: PLANAR AND SPATIAL CASES 

P. Fanghella, C. Galletti 

Istituto di Meccanica applicata, University of Genoa 

1. INTRODUCTION 

In the past few years, many works on computer-aided 
mechanism analysis and synthesis have appeared in the 
scientific literature. This is a complex and diffie 
cult subject which requires specific expertise, rang
ing from a good knowledge of mechanical hardware and 
the use of modelling techniques and computer programs. 

When the term 'mechanism model' is used, some ambigu

ity may arise. Model is, in fact, a word with differ
ent meanings depending on the context and environment 
in which it is used. For the purpose of mechanism a
nalysis, we shall follow classical definitiorn (Cannon) 
of 'physical model' and 'mathematical model'; moreo
ver, we shall regard a 'functional mathematical model' 
as a set of differential and/or trascendental equa~ 
tions which give the position, velocity, acceleration, 
reactions, and internal forces of any mechanism part. 
In most applications, very simple physical models can 
be used for mechanism design: a model based on rigid 
links and kinematic pairs can often be accepted, and 
and we shall adopt it in this paper. 
Given such a simple physical model, the procedure for 

building the corresponding mathematical model can be 
regarded as a Straightforward process: from a theoret
ic point of view this may even be true, but several 
difficulties usually arise in actual operations. In 
fact, many alternatives to the same model can be ob
tained, all expressing a unique mathematical reality 
(though from different points of view), with various 
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types of notation and variables, which can be more or less use
ful in solving different design problems. 
Arecent work of Galletti (1985) shows that a model of mecha
nism information can be represented by a multilevel hierarchi
cal structure whose lower levels correspond to kinematic infor
mation; such information must beacr;essible in different ways, 
depending on the design requirements, and consequently alterna
tive mathematical models should be used. 
A remark on common functional models: the majority of such mo
dels (see Paul for references) are of the numerical type and 
are utilized to carry out analysis. Minor attention is given to 
formal models and synthesis problems (Angeles). Moreover impor
tant design objectives, like number synthesis, are not conside
red within the same framework as other design phases, thereby 
reducing the degrees of flexibility and power of many computer
aided design programs. 
Machine theory provides effective tools for deriving kinematic 
mechanism models which can be very useful in computer-aided de
sign applications. In section 2 we outline an approach (which 
is based on topology and compatibility considerations) to kine
matic model building; it can meet both analysis and synthesis 
requirements and yield both analytical and numerical results. 
Clearly, many software problems may arise, depending on the for
mal methodology we want to implement by computer programs. Sec
tion 3 present a topological approach to planar linkages, using 
graph handling. Section 4 faces the more complex problern of 3-D 
m~chanisms (like robot and manipulators). Section 5 discusses 
the problern of computer integration, which is a new subject of 
high practical interest. 

2. KINEMATICS AND KINEMATIC MODELS 

Kinematic models of planar and spatial mechanisms can be partio
ned into various classes, depending on the hypotheses used to 
define such models. 
The most important is undoubtedly the class of rigid-link and 
ideal (no clearance) joint linkages. The excellentand practical 
results that have been obtained by models based on such hypoth
eses make this classalmosta standard one. Indeed, the best 
known and most powerful computer programs for mechanism analysis 
(Sheth; Smith; Rossi) and synthesis were implemented according 
to this type of model. 
Over the years, several different approaches have been proposed 
in order to obtain compatibility equations which givc the kine
matic mechanism model in accordance with the related physical 
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hypotheses. 
Such approaches differ in the usage of topological data, in the 
choice of geometric invariants for stating the compatibility, 
and in the types of mathematical tools used. 
Many Authors (see Galletti - 1982 - for references) demonstrated 
the possibility and the advantages of using topological informa
tion in order to decompose a planar linkage into special sub
structures. Since the relevant compatibility equations are inde
pendent of one another, this approach can better describe the 
structure and complexity of a model, and allows the implementa
tion of very effective analysis and synthesis procedures. 
When the decomposition step has been performed, there arise the 
problern of solving kinematic relations for the resulting sub
structures. A solution to this problem, which is common to eve
ry approach based on linkage compatibility, requires the use of 
geometric invariants. The choice can be made either from a ge
neral point of view, as proposed by Paul and by Smith, or by 
taking into account the knowledge of the mechanism structure. 
To sum up, it is worth noting that: 
-as the complexity of an algebric compatibility problern only 
depends on the mechanism topology and structure, all the ap
proaches adopted can lead to the same results through an ap
propriate formal elaboration procedure; 
-taking into account topological and structural data, before 
formulating the compatibility relations, directly yieldsmodels 
which are easier to handle and solve; 
-this structural approach brings into clear evidence the geome
tric nature of the kinematic problem: this fact can be a great 
advantage in understanding the role of mechanism parameters, 
especially in synthesis applications. 

3. MODEL SYNTHESIS FüR PLANAR LINKAGES 

The main idea of this section is that a topological mechanism 
scheme can be obtained by a constructive approach, starting 
from a given basic structure and adding to it certain link 
groups according to some strategic procedure (see Rossi). If 
we give a graphical representation of any possible process of 
this kind, we obtain several trees for which the roots are the 
given basic structures; the nodes are the structures made up; 
the connections represent the path followed by the construction 
process. 
A tree data structure can easily be implemented using a high-le
vel programming language (e.g. Pascal). At each node we store 
the required information about topological data for every struc-
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ture: the joint matrix, the number of links, the last added 
group, and the relationships with other nodes. 
Addition of new links to a basic structure can be performed in 
several different ways, and an implemented tree has the struc
ture shown in Figure 1 where nodes are displayed. 

Figure 1 Mechanism tree for constructive process 

Pointersare also provided (marked with arrows in Figure 1) to 
allow effective searching strategies. 
Moreover,we can observe that the number of mechanisms generated 
through this process is 'a priori' unknown; therefore, dynamic 
variables must be used. 
The above process of model building is straightforward, but so
me difficulties may arise: e.g. a simple notation for identi
fying kinematic chains must be determined; identical structures 

found by following different paths of the same tree are to be 
detected,and so on. All these problems can be handled by making 
minor changes in the basic data structures, and by storing addi
tional information at each node (Figure 2). 

const maxgroup= ; maxmern~ 

type numem:1 .. maxmem; 
grtipo=O .. maxgroup; 
strucptr=Astrtype; 
polinomio:array numem of integer; 
matrixnm=array numem,numem of integer; 
infotype=record 

admat:matrixnm; 
last:grtipo; 
mem:numem; 
coeff:polinomio 
end; 

strctype=record 
father:strucptr; 
info:ifotype; 
frstson:strucptr; 
nxtbrthr:strucptr 
end; 

Figure 2 Data definition for mechanism tree 
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Auxiliary data structures (like lists, with pointers to and 
from a given tree) can be useful in speeding up searching ope
rations (see Pedemonte). 
Clearly, the approach outlined in this section is best suited 
to buiding a structural model of planar mechanism, and is use
ful in several design processes,like number synthesis, in the 
field of mechanics. 
However, the model can easily be augmented to perform other 
types of functional simulation. In fact, by adding kinematic 
or dynamic algorithms the basic structures and the link groups, 
we can derive, from the same tree, additional paths for solving 
the whole mechanism. 
In other words, we can consider the tree in Figure 1 from a 
twofold point of view: as a constructive process for mechanism 
generation and as a simulation strategy for mechanism analysis 
and synthesis. 

4. MODEL SYNTHESIS FOR SPATIAL LINKACES 

P.erve and Fanghella demonstrated that the theory of finite di
mensional transform~tion groups can be successfully used to 
deal with both mobility and compatibility problems of spatial 
single loop mechanisms. 
A computer package based on this methodology was designed and 
implemented by Russo in order to solve the kinematic inverse 
problern of spatial 6 degree-of-freedom manipulators. The pac
kage, which was developed inPffical using a personal computer, 
can be defined 'mechanism compiler! and is capable to treat 
single loop mechanisms and manipulators whose positions can be 
determined in closed form. 
Figure 3 describes the procedure which is to be used in order 
to generate an executable program for the analysis of a mecha
nism. The developed software consists of two distinct parts 
(inside the dashed boxes in Figure 3). 
The mechanism compiler program performs three basic sequential 
actions. Mobility analysis is first fulfilled: this module ta
kes from the input file (Figure 4) the kinematic description 
of the considered mechanism. 
Taking account of this description, which must be made in terms 
of revolute and prismatic pairs (more complex pairs can be trea
ted through kinematic equivalence), and verifying a set of geo
metric conditions, the program creates a matrix containing all 
possible constraints and the related invariantive parameters. 
This mobility analyser, which is also suited for recognizing 
passive degree-of-fredom, is based on a table of geometric ru
les whose entries are the pairs to be joined and whose output 
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Figure 3 Procedure for mechanism model build1ng 
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is, if the related rule is satisfied, the resulting composed 
constraint. 
The second part of the program attempts to generate a set of 
uncoupled and explicitly solvable compatibility equations. 
These synthesized equations are displayed in a table (Figure 5) 
containing: 
-the pair to be solved; 
-the invariantive entity and the invariantive relation used to 
build up the equations; 
-the structure of the actual kinemati~ chain and the related 
solved transormations to be used in order to evaluate the coef
ficients of equations. 
Two nested &lgorithms make up the equation synthetizer: a tree 
data structure scanner explores all the kinematic chains that 
can be deduced from the constraint matrix until a complete set 
of equations is obtained or the scansion fails. At each tree 
node an attempt is made in order to single an equation out. 
Since the kind of the available invariantive quantities and re
lations only depends on the type of the pairs in the actual 
kinematic chain, the algorithm is based on consulting a set of 
tables which supplies the required geometric invariants and 
tests their functional dependence upon the unknown pair va
riable. 
The last part of the program is a sort of symbolic computation 
module: starting from the synthetized equations,it produces a 
Pascal source program for the analysis of the considered mecha
nism. 
First the type and the coefficients of each equation are symbo
lically computed by means of the properties of the scalar and 
vector products, the operative definition of coordinate tran
sformations and the chain data. The program is generated tailo
ring the grammatical representation of all possible analysis 
programs to the actual case. Such resulting program contains 
data structures and procedures that are both present in all 
other analysis programs and typical of the actual mechanism: 
the former are supplied by the relocatable library of standard 
functions,the latter are explicitly enclosed in the program. 

5. A DISCUSSION ON PROGRAM INTEGRATION 

As discussed by Galletti (1985), the use of a mechanism model 
for design applications involves complex procedures for the 
following reasons: 
-the level of information required by the user varies according 
to the type of application; 
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numero equazioni=6 
EQUAZIONI SINTETIZZATE: 

coppia 1n esame: pair12 
segne della coord1nata d1 copp1a: -
paramet1~o incognito: TIPO= punto 

COORDS= 0. 00 1. 70 2. 10 
solidale al Iiaison di indice 3 

relaz1one di invar1anza: <P,e> 
e= 1. 00 0. 00 0. 00 

solidali al lia1son d1 1nd1ce L 

coppia 1n esame: pair23 
segne della coordinata di coppia: + 
parametro incognito: TIPO= punto 

COORDS= 0.00 0.00 2.00 
solidale al lial5on di indice 3 

relazione d1 1nvarianza: <P-A,P-A> 
A= 0.00 1.70 2.10 

solidali al l1aison di indice 4 

coppia in esame: pair34 
segne della coordinata di coppia: + 
parametro incognito: TIPO= punto 

COORDS= 0. 00 1. 50 2. 10 
Solidale al liai9on di indice 4 

relazione di Invarianz~~ <P~~06-Ai. 70 2 _ 10 

solidal1 al Iiaison di ind1ce 5 

coppia in esame: pair45 
segne della coord1nata di copp1a: + 
parametro incognito: TIPO=versore 

COORDS= 0.00 0.00 1.00 
sol1dale al l1aison di indice 5 

relazione di invarianza: <u,e) 
e= 1.00 0.00 0.00 

golidali al liaison di indice 6 

coppia in esame: pair56 
segno della coordinata d1 coppia: + 
parametro incognito: TIPO=versore 

CODRDS= 1.00 0.00 0.00 
solidale a link6 

relazione di invarianza: <u,e) 
e= !. 00 0. 00 0. 00 

solidali al lia1son di ind1ce 6 

coppia in esame: pair67 
segno della ccordinat• di coppia: + 
parametro inccgnito: TIPO=versore 

COORDS: 0. 00 !. 00 0. 00 
sol1dale a link7 

relazione di invarianza: <u,w) 
0.00 1.00 0.00 

solidali a link6 

Figure 5 Output of equation synthetizer 
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-a mechanism can be installed in very different machine assem
blies, and simulation can require that its model be embedded 
into a complete machine model; 
-users often want to run a mechanism model using externally 
provided software, (e.g. a general-purpose simulator or an op
timization package), or to utilize its output in further com
putations, (e.g. data base storing and retrieval operations, 
graphic display, and so on); 
-model users may have very different skills and knowledge about 
programming and data processing; we can regard them as designers 
without any previous CAD experience, technicians with some com
puter background, or M.E. graduates who are practising mecha
nism analysis and design. 
Therefore, it is necessary, and today possible, to implement 
computer programs, working with mechanism models which can meet 
different needs (e.g., integration of the various phases of mo
del building and running flexibility; modularity; interfacing 
and so on). 
Unfortunately, computer programs so far implemented exibit many 
drawbacks, in particular when the designer wants touse them in 
real CAD applications. In fact three main requirements should 
be pointed out in order to tailor computer programs to the u
ser's needs (see Parnas). 
-some users often require only a subset of the features needed 
by other users: consequently, these less exacting users do not 
want to pay for computation resources relating to unneeded fea
tures; 
-programs which allow changes must.be implemented; 
-tools for high-level abstraction must be given, thus providing 
the user with 'software instructions' that can be followed using 
suitable types of data, if desired. 
Several approaches to developing computer programs for some of 
the above-mentioned tasks are available: two of them have alre
dy been adopted for the development of existing programs, while 
the others have not yet been fully implemented. 
1)-Stand alone packages: they represent the earliest,most used 
implementation strategy; the most widely used programs have in 
fact been developed according to this approach. In general, 
users can have access to these packages from the outside only: 
any interfacing with other programs would be difficult. No chan
ges or tailoring operations can be performed. 
2)-A set of independent routines (i.e. Subroutine) can also be 
offered to users to 'assemble' their mechanism models. They al
low great flexibility but require that the user understand the 
assembly process and know the actions performed by eve-
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ry routine. Usually,this approach is implemented in Fortran, so 
that little data-structuring can be carried out by standard 
users: then lower levels of model complexity are to be conside
red (see Suh).Little or no attention is given to abstraction, 
and the great flexibility of this approach cannot be utilized 
at high level of model complexity without considerable program
ming effort. 
3)-In a recent work (Galletti, 1984), a different solution is 
suggested: to provide the user with a kind of environment made 
up of procedures, modules, data structures at high abstraction 
levels, and I/0 facilities. This approach does not exhibit any 
drawbacks and can strongly facilitate the user's tasks. 
4)-A last approach, which was adopted to develop the software 
described in section 4, is to realize an expansible set of pre
compilers which give output programs for specific design appli
cations. 
This approach can be very helpful to the trained user, who can 
see and modify a precompiled program at any instruction or data 
level, making it very flexible. However, at present this op
tion does not seem to be a very important one for mechanical 
CAD applications. 
In conclusion,,our experience suggests the third strategy as 
the most stimulating and promising one; if a suitable program
ming language is chosen, this approach allows the user to reach 
very high degrees of abstraction and flexibility. 

6. CONCLUSION 

The strategy we suggested in the previous sections for building 
the kinematic model of mechanical devices, is aimed to obtain 
rather a formal treatment then a numerical one. Specially for 
synthesis purposes this approach appears the most convenient. 
Moreover faster and more precise algorithms can be deduced by 
this constructive method. As a final result more simplex codes 
are obtainable. 
While for the analysis purpese good results were achieved, a lot 
of work must be made in order to solve synthesis problems and to 
develop integrated CAD packages as outlined in section 5. 
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THE SPREAD OF POLLUTANTS EMITTED FROM LONG AND LARGE OBSTACLES 
IN ATMOSPHERE 

M.A.Serag-Eldin 

IBM Cairo Scientific Center, Egypt 

ABSTRACT 

The paper presents a computational model for the prediction of 
the pollutant spread from a source close to a relatively large 
object in the atmosphere. The mathematical model comprises a 
quasi three-dimensional steady flow model, and a fully three
dimensional, unsteady concentration model which employs the re
sults of the computed flow field. 

The computational model is applied to predict the spread of 
pollutants for a typical illustration case, and the results 
are displayed and demonstrated to be plausible and informative 

INTRODUCTION 

The present paper is concerned with the computation of the 
spread of pollutant gases emitted from a source in the close 
surroundings of relatively large objects. Typical applications 
might be the exhaust from the chimney of a factory, long build
ing or ship-tanker. 

The main interest lies in the prediction of the pollutant con
centration in the neighbourhood of the flow obstruction. In 
this region, the concentration field would depend mainly on 
the local flow field and turbulent mixing generated by the ob
stacle, which would generally be very different from that gene
rated by the free aLmospheric flow. 

Many "Gaussian plume" models exist in the literature for the 
prediction of the spread of pollutants over flat open terrains 
of large areas (see for e.g.VKI Series; Pollutant Dispersal 
Feb.l985). Thesemodelsare emperical to a large extent, and 
assume the spread to be controlled by free atmospheric condi
tions only. They are thus unsuitable for the prediction of the 
pollutant dispersion in the neighbourhood of flow obstacles. 
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A computational model is presented here which introduces the ef
fect of the obstacle disturbed flow on the spread of pollutants. 

The problern considered 

F<i,qure 1. Problem Considered 

The problern considered here is the prediction of the pollutant 
spread from a source neighbouring a long obstacle of uniform 
cross-section placed on the ground and within the atmospheric 
surface layer. The object must be long enough for end effects 
to be negligible. 

Figure 1 displays a typical obstacle together with an associat
ed cartesian coordinate system. The X-direction is parrallel 
to the longitudenal axis of the object, the Z-direction is the 
horizontal normal to it,and the y-direction gives the vertical 
direction and its coordinate is measured outwards from the 
ground. 

The free atmospheric wind may approach the object at any arbit
rary angle ~ with the Z-direction, and may display any steady 
velocity profile which is independent of x. Pollutants are 
emitted from a given source at a specified rate which may vary 
:with time. 

The computational domain engulfs the object and extends upto 
the regions where the object no longer influences the rate of 
pollutant spread, or else the concentration levels are so low 
that they are no longer of practical importance. If there is 
still interest in predicting the concentrations in the undis
turbed far off flow field, the integration domain may still be 
expanded to include these; however it is recommended in this 
case to resort to simpler models outside the disturbed flow 
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domain. 

MATHEMATICAL MODEL 

The mathematical model contains a flow field model and a concen
tration field model. The flow field influences the concentra
tion field through the convection and diffusion terms; however 
buoyancy forces are neglected and therefore there is no feed
back from the concentration field. 

Flow Model 

The flow model comprises the continuity equation, the momentum 
equations in the x,y and z- directions, and the transport equa
tions for the kinetic energy of turbulence k and its rate of 
dissipation E. The latter two equations are introduced by the 
adopted turbulence model which was presented by Launder and 
Spalding (1974). In this model the eddy diffusivity ~t is 
derived from k and E according to : 

(1) 

where Pa is the atmospheric air density and C~ is a turbulence 
model constant whose value is displayed with other model cons
tants in Table 1. 

The effective viscosity ~eff is thus given by 

(2) 

where ~a is the molecular viscosity of air. 

Governing equations : An outcome of neglecting end effects,assu
ming the cross-section of the obstacle to be uniform, and con
sidering the free wind profile to be independent of x, is that 
gradients in the x-direction may be omitted from the governing 
equations. Moreover since the flow field is considered steady, 
the governing equations may all be cast in the following con
cise form 

(3) 

where ~=1 expresses the continuity equation, otherwise ~ re
presents any of the dependent variables listed in Table 2.; v 
and w are the velocity components in the y and z directions, 
respectively; r~ is the exchange coefficient for the variable 
~,and s~ is its source term. The expressions for r~ and s~ are 
displayed in Table 2., where u is the velocity component in the 
x-direction, and c1 ,c2,crk and crE are turbulence model constants 
whose values are revealed in Table 1. 

Boundary Conditions : The integration domain covers a single x-
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plane and its boundaries rnay be classified into inflow boundar
ies (Z=O), outflow boundaries (furthest Z-plane), top boundary 
(highest y-plane) and bottarn boundary (ground and external sur
face of obstacle). The inflow and top boundaries are specified 
atrnospheric conditions; the outflow boundary is one of zero out
ward gradient; whereas the bottarn boundary is treated with the 

Table 1. Turbulence Model Constants 

c Cl c2 ak GE )1 

.09 1.44 1.92 1.0 1.3 

Table 2. Flow Field Governing Equations. 
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aid of standard wall functions. The boundary conditions are 
summarized in Table.3; for details of atmospheric conditions, 
Serag-Eldin (1984b) is to be consulted, whereas Patankar and 
Spalding (1970), Launder and Spalding (1972) aretobe consul
ted for wall functions. 

Concentration Model 

The concentration field is derived frorn the full three-dimen
sional, unsteady form of the advection-diffusion equation, ex
pressed by : 
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Table 3. Flow Field Boundary Conditions 
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Bottom 
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G_ - w--k,w- ·ay 
n 

where: 

Ymax'zmax maximum value of y and z coordinates,respec
tively. 

T w 
K 

Yn 
G k,w 
Uw,Vw= 

E 
w 

wall shear stress y0 = surface roughness height 
0.4 35 is von Karman constant 
distance of near wall node from wall 

Gk near wall 

near wall velocity components, parrallel and 
normal to wall, respectively 
value of E near wall. 



www.manaraa.com

16-34 

r 
ac uac vac wac a ( c,eff 
at + --ax + Ty + --az = ax p a 

r 
+ 3 ( c,eff 3c)+S az Pa az c 

(4) 

where c is the local mass concentration of the pollutant defin
ed as the mass of pollutant per unit volume of the mixture, Sc 
is rate of c per unit volume and time and rc,eff is the effec
tive turbulence diffusion coefficient expressed in terms of ~eff 
according to 

r 
c,eff 

~eff 

0c,eff 
(5) 

where Oe eff is a model constant ascribed the value Oc,eff=0.7. 
The locai values of u,v and w are derived from the computation 
of the aerodynamic field. 

Boundary Conditions : For this field the boundary_values/flux 
of c have to be specified at all six boundaries of the three
dimensional integration domain, and for all time. The particu
lar boundary conditions to be employed are problern dependent. 
However, a widely applicable set would be to set : C=O at the 
two inflow boundaries {x=O, Z=O),zero normal gradients at the 
rema~n~ng four boundaries, and the specification of the emitted 
flux of c at the source location as a source term Sc• 

If the pollutants emitted from the source are lighter than air, 
partial correction for buoyancy effects may be introduced 
through an effective height correction, as is commonly the prac
tice in Gaussian plume models, see·for e.g. Perkins (1974). 

SOLUTION PROCEDURE 

The solution is obtained in two steps employing two separate 
computer programs. The first step produces the flow field and 
the secend step employs the results of the computed flow field 
to produce the concentration field. 

Solution of Flow Field 

As result of the assumptions made, the solution of the flow mo
del equations need be performed over a single X-plane only, and 
hence it is obtained with the aid of a general computer code 
for the solution of two-dimensional recirculating flows present
ed by Pun and Spalding (1977), after introducing the improve
ments reported by Serag-Eldin (1984a). This code adopts the 
"SIMPLE" algorithm described by Caretto et al (1975) and 
Patankar (1980), which is an iterative finite difference solu
tion procedure that employs a "pressure correction" equation to 
derive the pressure field, and satisfy the continuity equation 
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indirectly. 

Within each iteration, the solution sequence is as follows 

i)the finite-difference equations for w are solved. 
ii)the finite-difference equations for v are solved. 
ii~the finite-difference equations for u are solved. 
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iv)the "pressure-correction" equation is solved for y and Z 
directions only, and the p, v and w fields are updated. 

v)the finite-difference equations for k are solved. 
vi)the finite-difference equations for Eare solved. 

Solution of Concentration Field 

Once the flow field is computed, the resulting velocity and ef
fective diffusivity fields are stored on disc and the flow code 
is released. A specially developed concentration code is then 
loaded,and made to read the above fields offdisc and generate 
the required three-dimensional coefficients for the finite-
difference form of equation (4). The finite-difference formu
lation is of the conservative type employing the control volume 
approach. The upwind-differencing scheme is employed for the 
evaluation of the coefficients. 

The solution starts from a given set of initial values and prog
resses semi-implicitly step by step in time, until either a 
steady state solution is obtained or the end of the specified 
time duration is reached. 

Extension to Unsteady Flow 

Although the present solution procedure assumes the flow field 
to be steady, this need not be the case. If the flow field is 
variant with time, then the two-step solution (flow field then 
concentration field) would merely have to be repeated each time 
interval. Of course, the unsteady terms would also have to be 
introduced in the flow model equations. 

DEMONSTRATION OF APPLICATION 

Demonstration Case 

In order to demonstrate the application of the model, the mathe
matical model and solution procedure are applied to predict the 
flow over a long factory building, of the shape sketched in 
Figure 1, and of the following dimensions : .R.1 = 3 .Sm, .R.2=20 m, 
h1= 6.5m, h2 = 9.0m, h3 = 9.9 m. 

-1 The free wind approaches at an angle ~= tan 0.5, and for the 
terrain considered Tw=O.l8 N/m2 and y0 =.02 m. The concentration 
field is assumed to be initially zero everywhere, and then a 
sudden continuous steady release of 0.6 kgjsec of pollutant is 
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emitted from the chimney exit. 

Computed Flow Field 

The computed flow field is quasi three-dimensional i.e. the 
streamlines are three-dimensional, but invariant with x. Thus 
the resultant streamsurfaces give the same projections over 
any x-plane. 

Figure 2 displays the projection of some stream-surfaces on a 
x-plane. The projection reveals a large recirculation zone 
downstream the building and a relatively small one at the for
ward corner. Due to the u component of velocity, the flow in 
the recirculation zone follows a helical path, as sketched in 
Figure 3. This motion is responsible for convecting properties 
(such as c) along the building length (X-direction). 

The streamlines traced over any streamsurface exhibit varying 
curvature, i.e. wju ratios which vary from one Z-location to 
another on the same stream-surface, and from one stream surface 
to another at the same Z location. However, since the flow 
gradients are all independent of x, each streamsurface displays 
an infinite set of parrallel streamlines. 

Computed concentration Field 

Since the computed concentration field is three-dimensional and 
time dependent, a full display of the field requires more space 
than available here. Thus only sample results are presented 
for the purpose of illustration. 

Figures 4-ll display the computed contour lines 2.1 seconds af
ter the start of pollutant emission, at the Z-plane passing 
through the plume source Z=zs, and at Z-planes 3.5, 8.5, 12, 
17.5, 20, 28.5 and 43.5 m downstream of it, respectively. It 
may be worth noting that Z-ZS=20 m gives the first computation
al plane downwind the building, and that the furthest Z-plane, 
Z-ZS= 45.5 m is 7 m before the edge of the downwind recirculat
ion zone. The plots display contour lines C=lo-2, lo-3,lo-4, 
lo-5, lo-6 and lo-7 kgjm3. The absence of any of these con
tour lines on a plot, indicates the absence of this level of 
C at the pertaining Z location. 

Examination of Figures 4-ll reveals that 

i) the concentration of the core of the plume decreases monot
onically in the Z-direction, which is expected due to the dif
fusion processes. The latter also causes the external contour 
lines to expand, so that the peak-to-average concentration 
falls rapidly in the downstream direction. 

ii) there is a lateral shift of contour lines in the X-direction 
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FIGURE.Z. PROJECTION OF STREAMLINES IN X-PLANE 

Figure 3. Sketch of Streamlines. 
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as the plume flows downstream, due to the convective effect ofu. 

iii) after Z-ZS=28.5 m, the mass of pollutant present over the 
downstream planes is much reduced, due to the limited down
stream propagation of the plume in 2.1 seconds. 

After 6.1 seconds from the start of emission the same C contour 
lines show only minor changes in profile over the ones after 
2.1 seconds, for all Z-planes upto Z-ZS=l2 m; hence they will 
not be presented here. The contour lines for Z-ZS=l7.5,20,29 
and 43.5 m are displayed in Figures 12-15. Comparison against 
the corresponding profiles after 2.1 seconds, reveals an in
crease in the core concentration and a lateral and vertical ex
pansion of the plume, particularly so for the furthest down
stream section. Figures 16-19 display the contour lines 16 
seconds after emission. They reveal more expansion of the 
plume in the forward-direction with time, particularly so for 
the further downstream sections. 

After 32 seconds, the contour lines have practically stablized 
for (Z-Zs) of atleast 20 m; thus only the profiles at z-zs= 
28.5 m and 43.5 m are displayed in Figures 20,21, respectively. 
The corresponding profiles after 182 seconds are revealed in 
Figures 22,23, respectively. Comparison tagether and with pre
vious time steps reveals that, at large values of x within the 
recirculation zone, there is still considerable expansion of 
the contour lines in the x-direction, even though most of the 
remaining distribution has fairly well stabilized. This is be
cause the expansion of the plume in·this region is due mainly 
to the helical motion of the fluid in the recirculation zone, 
and since this motion is slower than the forward moving motion, 
the local spread in the x-direction takes langer to stabilize 
than in the other regions. 

Figures 24-27 display the variations of ground concentrations 
downwind the building, after 6.1, 16,32 and 182 seconds res
pectively. 

It is apparent that after 6.1 seconds there is a relatively 
small area with concentration above C=lo-7, butthat the ground 
concentration rises to above lo-4 after 32 seconds. After 182 
seconds, Figure 27 reveals that far away from the building the 
concentration profiles assume a cigar like shape pointed in the 
direction of ~=tan-1/2, which is the free-wind direction, as 
expected. 

DISCUSSION AND CONCLUSION 

The model presented here introduces certain assumptions regard
ing body dimensions and buoyancy effects, hence it is not uni
versally applicable; however, it does find many useful applica
tions. For these applications the modcl offers a relatively 
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economic and reliable means of predicting the fully three-di
mensional, time dependent concentration field in a complex flow 
pattern created by an obstacle in the atmosphere. Universal 
application would require the solution of fully three-dimen
sional, unsteady and coupled equations of the flow and concen
tration models, and would necessitate several orders of magni
tude more computational requirements than the present model. 
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ESTSOL - A SUBROUTINE LIBRARY FOR ESTABLISHMENT AND SOLUTION 
OF LINEAR EQUATION SYSTEMS 

Harald Tägnfors, Nils-Erik Wiberg, and Lars Bernspang 

Chalmers University of Technology, Göteborg, Sweden 

1. INTRODUCTION 

One of the crucial steps in the solution of problems with Finite 
Element Methods is establishment and solution of systems of 
equations. A numerous number of papers have been presented 
concerning different techniques of solution of equation systems 
such as direct methods, Mondkar and Powell (1974), Wilson (1978), 
Kamel and McCabe (1978), Argyris and Brönlund (1975), and ite
rative methods such as conjugate gradient, Axelsson and Gustafsson 
(1980), Gustafsson and Lindskog (1984), and viscous relaxations, 
Hughes et al. (1983), Zienkiewicz (1984). However, the user of 
these methods normally has to write a number of subrautirres for 
the establishment and solution which are different for each 
method. The presented subroutine library will establish and 
solve a linear systern of equations for a number of right hand 
sides using almost the same data for all rnethods. It provides 
the user of an application program with the possibility to 
select the solution rnethod which is best suited concerning 
efficiency and accuracy for the problern at hand. 

The subroutine library presented here covers both the 
establishrnent and the solution and is supported by a data base 
management system (DBMS). Several direct and iterative methods 
may be chosen. Independent of which method is to be used at the 
solution the required data is the same. The subroutine library 
is apart of the prograrnming system SITU, Tägnfors et al. (1985), 
which is both a tool for program development and an assemblage 
of engineering prograrns. 

A program developer only has to calculate required data in 
a space provided by the data base management system, which in 
this version is PRISEC, Tägnfors et al. (1981). A program deve
loper first has to assure that some arrays containing informa
tion about topology are available and then call subroutine PRESOL 
for analysis of variable topology, which means calculation of 
global variable numbers which will be coupled. Arrays produced 
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in this subrautirre will facilate the establishment of the array 
for specification of prescribed variables and the right hand 
side array. 

After the establishment of element matrices in a user made 
routine any of the routines for establishment and solution may 
be called. 

The direct methods are Crout elimination and factorization 
based on element factorization. If the available size of primary 
memory is small compared to the space required for the coeffi
cient matrix the Crout solution can be made in steps with use of 
secondary memory. The iterative method is the conjugate gradient 
method with different types of preconditioning and viscous re
laxation with Splitting. 

It is possible to specify and utilize previously made work 
such as an already factorized coefficient matrix, or that a 
starting vector is available in an iterative procedure. 

When a subrautirre in ESTSOL is called the data base manage
ment system will assure that data to be used are secured to be 
in primary memory by calls to DBMS-routines and that space in 
primary memory for required arrays is available. The result of 
the solution is one array for each right hand side cantairring 
the variable values. These arrays will be stored in the data 
base. 

In the paper a comparison of required time and accuracy for 
some model problems is made. 

2. SYSTEM EQUATION 

The solution of differential equations by the finite element 
method gives as a result a system of equations 

(l) 

which has to be solved. For a problern in elasticity solved by 
the displacement method S is the stiffness matrix, ~ the dis
placements in the nodes and f the corresponding load vector. 
For finite element problems S is large and sparse, which has 
to be taken advantage of in order to obtain an economic solu
tion. The stiffness matrix S in Equation l is obtained from 
element matrices Se by use of coupling data. Some of the va
riables u are prescribed, ~P' so we can formally partition the 
equation system Equation 1 ~nto 

(2) 
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Using the subroutine library ESTSOL this equation system can 
be solved by different methods, Figure 1. 

solution 

Figure 1. Subroutines and data for solution 

The direct methods can be used for non-definite systems of 
equations but the iterative methods only for positive definite 
systems. 

3. DATA MANAGEMENT 

The data management ~s a crusial matter in a finite element ana
lysis program. In this subroutine library it is managed by a 
DBMS (Data Base Management System) called PRISEC, Tägnfors et al. 
(1981). The data management can be handled by any other suitable 
DBMS-system. 

4. SOLUTION METHODS 

In this chapter the different methods of solution will shortly 
be described. 

4.1 Direct solution with Crout method. In-core solution 
The symmetric system of equation, Equation 1, will be solved 
by the Crout method. Only the unknown variables uf will be 
solved so the system to establish and solve is 

5 f~f = If; If = 1f - 5 fp~p (3) 

The stiffness matrix Sf is stored within a skyline profile, 
which is utilized in the Crout solution process, Figure 2a. 
The Crout method is used here because it may give less rounding 
off errors than straight-forward Gauss elimination. A similar 
routine is earlier published, Wiberg and Tägnfors (1974). It ~s 
also possible to make static condensation with the routine. 
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4.2 Direet method with Crout method. Out-of-eore solution 
For an out-of-eore solution the same method as above is used. 
Only apart of the system is within this eore memory, Figure 2b. 
For eaeh move of the working spaee is moved as far as possible 
in order to minimize the administration. The proeedure was ori
ginally produeed for the program FEMWT, Wiberg and Tägnfors 
(1972). 

S= u 

(a) (b) 

Figure 2. (a) Symmetrie system with skyline profile 
(b) Warking spaee for out-of-eore solution 
(e) Triangular faetor U for the system. 

4.3 Direet method, element factorization 

(e) 

The faetorization of the assembled stiffness matrix S = utu in 
the Standard displaeement method may give large numerical error. 
It has been shown that a direet faetorization of the different
ial stiffness matrix Sd = UJUd (or of the non-singular element 
stiffness matrix Sn = U~Un) reduees the numerieal errors, 
Argyris and Brönlund (1975): 

s = utu = Btutu B 
d d 

(4) 

The triangular faetor U, Figure 2e, may be obtained by a 
QR-transformation of the reetangular matrix UdB. The error 
produeed by a Crout elimination of standard displaeement method 
equations is proportional to the speetral eondition nurober 
K(S) = An/Al• where Al and An are the smallest and largest 
eigenvalues of the stiffness matrix S. The numerical error of 
this proeedure is redueed by the faetor l/;;(5) compared to the 
standard displaeement method. It is to be noted that the trian
gular faetor U based on element faetorization is the Cholesky 
faetor of S and thus needs exaetly the same storage spaee as 
the symmetrie matrix S, as seen in Figure 2e. 

4.4 Iterative methods; eonjugate gradient with preeonditioning 
Solution of S~f iteratively by the preeonditioned eonjugate 
gradient method is made aeeording to 
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(5) 

where ßi~a~d Ai are determined from the condition of conjugate 
vectors d(~) and the minimization of potential energy, and C is 
a well chosen preconditioning matrix. The convergence depends on 
the condition number K = K(c-ls) which is less than K(S), for a 
suitable choice of C. 

Many proposals for selection of an efficient C have been 
made. In Axelsson and Gustafsson (1980) a modified incomplete 
Cholesky factorization (MIC) in a multigrid manner with kept 
row sums is applied and in Hughes et al (1984) and Gustafsson 
and Lindskog (1984) element-by-element factorization techniques 
are utilized. In Gustafsson and Lindskog (1984) it is pointed 
out that the element-by-element preconditioning method is not 
very successful for structural elements, such as beams, plates, 
and shells. 

The preconditioned matrix can ~n problern with hierarchical 
formulation be chosen as 

where Sb belongs to variables from the basic mesh and D the 
diagonal stiffness elements corresponding to the hierarchical 
variables, see Wiberg et al. (1984a) and (1984b). The greatest 
advantage of iterative methods is that much less core storage 
is needed. 

4.5 Iterative method, viscous relaxation with splitting 
Viscous relaxation with line search - that is Equation 5 with 
Si= 0, see Hughes et al. (1983), Zienkiewicz (1984) and 
Wiberg et al. (1984a) has been successfully applied to many 
problems, also in a split element-by-element version. 

We have observed that in all iterative procedures it is 
essential to calculate the residual with a minimum of rounding 
errors. A simple and efficient way is to calculate it from 
relative displacements, see Axelsson and Gustafsson (1980). 

5. SUBROUTINE LIBRARY - ESTSOL 

5.1 Structure of subroutines 
The subroutine library ESTSOL contains one subroutine for each 
of the methods to be called in an applications program. The 
library contains the following subroutines: 
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ESTSOl - Direct. CROUT-method, in core 
ESTS02 - Direct. CROUT-method, out of core 
ESTS03 - Direct. Element factorization, in core 
ESTS04 - Iterative. Conjugate gradient with MIC-

preconditioning 
ESTSOS - Iterative. Conjugate gradient with weighted 

elementfactor - preconditioning 
ESTS06 - Iterative. Jacobi viscous relaxation, element 

by element 

Within each of these routines the following calculations 
are performed: 

Analysis of equation topology, e.g. equation numbers are 
calculated for non-prescribed variables and a number of 
work arrays facilitating establishment and solution are 
calculated. 

Establishment and solution 

In ESTS04 C is calculated according to MIC(O) as proposed by 
Axelsson and Gustafsson (1980) and for ESTSOS C is assembled 
from element factors calculated as for ESTS03 but weighted. As 
C and S for ESTSOS are assembled as sums over all elements this 
method can be clone element by element, but at present assemb
lage is adopted for ESTSOS. in ESTS04 C is calculated from S and 
can not be performed element-by-element. Both these methods store 
only non-zero earlier in S and C so each of them is smaller than 
S or U in other methods. 

In ESTS06 C is calculated according to Hughes et al (1983) 
as a product of element contributions that are never assembled. 
Iterations are made in such a way that each element contribution 
is multiplied by an array calculated from the residuals and thus 
the storage requirement is kept to a minimum. Line search is used 
because it is essential for good convergence. It is also possible 
to calculate residuals from global or relative displacements. In 
the problems below relative displacements are used. 

Independent of the choice of method for the solution, a 
subroutine PRESOL shall be called before any of the solution 
routines is used. In this routine the variable topology is 
analysed, e.g. variable numbers are calculated from a specifica
tion of variables and node incidences for elements. Arrays cal
culated at this step are normally used when the right band side 
array is established. 

5.2 Input to the routines 
All solution routines need almest identical input data. Sealars 
required in the routines are transferred as arguments. Arrays 
are supposed to be stored with specified names in the data base. 
The data management is here described in connectio~ with the 
data base management system PRISEC. 
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By scalars information are given concerning problern size, 
calculations to be performed and accuracy to be reached in 
iterative methods. Calculation can be controlled so that data 
in work arrays, for example triangular factors which have been 
calculated at a previous call, need not to be recalculated. 

Data stored in arrays are either element data or data for 
the whole structure. The arrays shall be stored in a hierarchic 
data structure commencing in an arbitrary data node XXXX. 

Figure 3. Required arrays for PRESOL 

The required arrays for PRESOL are given in Figure 3: 

LENA contains name of elementvariables (ordered locally). 
LENO contains element nodes for element variables (ordered 

locally). 

If these arrays are equal for all elements, the arrays may be 
inserted in data node XXXX instead of in node IEL for each 
element. 

LNNE contains numbers of incidenting nodes for all elements. 
LIEL is an index defining for each element where in LNNE 

data is stored. 

xxxx 
~~-

LPU Th:----nEM 
I~ I 
U F IEL 

~~L 
Figure 4. Required arrays for solution routines 

The required arrays for solution routines are given in Figure 4: 

LPU contains information for each variable whether it 
is prescribed or not. This arry is used for the 
analysis of equation topology, e.g. calculation of 
equation numbers for variables. 
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U and F are left and right hand side arrays for equation 
systern for solution case ISO. U rnay for conveniency 
contain prescribed values but they are not used at 
the solution. If only one right hand side array is 
solved for U and F may be inserted in node XXXX. 

E contains for each element IEL the stiffness matrix 

DSEL contains constitutive matrix for each element IEL. 
It is only needed for ESTS03 and ESTS05 and then 
an external function also has to be supplied for 
calculation of derivatives. 

5.3 Output from routines 
Output from the solution is the solution stored in the same 
array U which was used at the input stage. Triangular factors 
are stored for later use on request. 

6. NUMERICAL EXAMPLES 

In order to compare the different methods that are available in 
ESTSOL we study three different structures (2D-problems) shown 
in Figure 5. The comparison is made concerning efficiency, and 
accuracy. Elements based on a bilinear displacement approxima
tion are used. 

(a) 

10, mesh 10 x 10 

(b) 
:/'A--E---------6! P 

L/H =n, mesh 
10 x lOn pc 

(c) H 

L 

Very badly 
conditioned. 

Well or badly conditioned. 

Well conditioned problem. 

L/H = 1, mesh lOn x lOn, P ~rn 

Figure 5. Studied structures 
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6.1 Very badly conditioned problern 
The cantilever in Figure Sa is given a large stiffness at the 
top by increasing the E-modulus to 10~. For increasing m
values the stiffness matrix becomes more and more badly condi
tioned, which means that the condition number becomes large and 
so the numerical errors. Figure 6 shows calculated top dis
placement Pc divided by displacement Pb according to technical 
beam theory for different methods when the stiffness at the 
top is increased by the factor 10m, form= 0,1,2, ... 

MIC 
~------------~'-·--·--·--·~ \ 

E.Factor·- \ . 
f 

m 

10 20 

Figure 6. Top displacement of a cantilever structure 

We see that for this badly conditioned problern the direct method 
based on element factorization is surprisingly good and much 
better than the ordinary Graut-elimination method. All iterative 
methods fail except the conjugate gradient with MIC-preconditio
ning for m = 0. 

6.2 Well or badly conditioned problern 
A cantilever, Figure Sb, with different L/H ratios and meshes 
with square elements loaded with a point load at the top end, 
~s calculated with the different methods. 

The calculated top displacements Pc compared to the displace
ments according to technical beam theory Pb are shown in Table I. 
It also gives the CPU-time in seconds and the number of itera
tions for the iterative methods. The last iterative method is 
suited for element-by-element treatment. The iterative methods 
gave the same displacements as the direct methods with 4 digits 
accuracy in almost all cases when the iterations is stopped when 
the square root of the sum of squares is less than 10-3P. 

When the L/H-ratio increases the stiffness matrix becomes 
more and more badly conditioned and the iterative methods fails 
due to very slow convergence. Assembled preconditioned matrix 
combined with the conjugate gradient method gives a much faster 
convergence than the element-by-element Jacobi viscous relaxa
tion. 
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Tab1e I. Calcu1ation of uniform beams, Figure Sb, with diffe
rent 1engths and meshes with square bi1inear e1ements. 
Ca1cu1ation time in seconds and nurober of iterations 
for iterative methods within parentheses. Iterations 
stopped when the square r~~t of the sum of squares of 
residuals is less than 10 P. Displacements are then 
obtained with 4 digits accuracy. 

Direct Iterative 

with assemb1age e1ement-by-
e1ement 

L/H Mesh Displ. Crout Nat.fact. Conj. grad. Conj. grad. Jacobi. Vis-
pc/pb MIC-precond. Nat. fact. cous re1ax. 

1 10•10 1.646 0.5 2.4 5.9(53) 6.5(68) 15.3(100) 

2 10•20 1..161 0.9 5.1 21.6(90) 22.5(123) 68.9(226) 

3 10•30 1.069 1.4 8.0 47.0(127) 50.0(189) 352. 7(765) 

4 10•40 1.036 1.7 11.2 85.5(178) 89.1(263) 908.5 (14 72) 

5 10•50 1.021 2.2 14.6 139.5(242) 152.3(377) * 
10 10•100 1.002 5.7 35.6 585.0 (523) 1041.9(1493) 

20 10•200 0.997 10.0 93.1 * * 

* CPU-time > 20 min 

Table II. Calculation of square plate, Figure Sc, with diffe
rent meshes of square bilinear elements. Calculation 
time in seconds and nurober of iterations for itera
tive methods within parentheses. Iterations stopped 
when the square root of the sum of square of residuals 
is less than 10-3P. Displacements are then obtained 
about 3 digits accuracy. 

I 
I 

Direct Iterative 
I 

I 
e1ement-by-with assemb1age 
e1ement 

Displ. I 

/Conj. grad. I Conj. grad. Jacobi. Vis-Mesh TJc Crout Nat.fact. MIC d 
Crout -precon . Nat. fact. cous re1ax. 

10x10 0.2157 0.2 1.8 2.4(16) 3.0(21) 1.3(9) 

20•20 0.2151 3.1 18.4 37.4(31) 31.4(40) 12.4(20) 

I 
30•30 0.2150 19.8 90.1 191.7(45) 139.5(57) 41.4(29) 

40x40 0.2150 48.8 270.9 606.0(58) 413.4(76) 105.6(41) 

50x50 0.2150 135.5 * * * 178.7(44) 

* Not ca1cu1ated (out of core procedure needed) 
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6.3 Well-conditioned problern 
The plate in Figure Sc with all sides changed is a well condi
tioned problem. The midpoint displacement Pc due to a line 
load along the midsection for different square meshes is cal
culated. The result is given in Table II. 

This problern is fairly well-conditioned, and from Table II 
we find that the iterative methods are competitive to the direct 
ones, only when a few digits (3) accuracy is needed. If a good 
start vector is available and thus a few iterations are needed 
the iterative methods will take shorter time than the direct 
ones. 
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MANAGEMENT METHOD OF A DATABASE SYSTEM FOR SCIENTIFIC 
COMPUTER CODES 
Martine Paolillo 

Electricite de France, Direction des Etudes et Recherehes 

1, avenue du General de Gaulle 
92141 - CLAMART Cedex 

INTRODUCTION 

This paper presents a software Database System created for the 

development of industrial engineering computer codes. 

Mathematical objects of the Database which are in core memory 

or on file can be accessed automatically. 

This software package, written in FORTRAN 77, has the 

following aims : 

- To increase the capabilities of the FORTRAN 77 language ; 

- To obtain a reliable code with portability on any machine 

- To acquire programming flexibility ; 

- To create and use a complete, documented and self-describing 

database ; 
- To make a database recovery ; 

- To work in a dynami c core memory context and manage fi 1 e 

access as well as possible to minimize the costs. 

Considering all these objectives, an important and efficient 

aid i s brought to the package maker of scientific computer 

codes. 
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SPECIFICATION OF OBJECTS 
Description 
There are different types of objects : 

single objects (vectors, elements, matrices, ... ) of various 

types (INTEGER, REAL, COMPLEX, CHARACTER, LOGICAL, ... ) 

- families : sets of single objects with varying sizes. 

An object can be partitionned (vector divided into sub-vectors 

or matrix into sub-matrices) or not. 

Vector : 

1 I 
2 I 
3 I 
4 I 
5 I 
6 I 
7 I 
8 I 
9 I 

10 I 
11 I 
12 I 
13 I 
14 I 

I 
I 1 

I 
I 
I 2 

I 
I 
I 3 

I 
I 
I 4 

I 
I 5 

I 

Hyper
lines 

Matrix : 
Hyper-columns 

4 

1 2 3 4 5 6 7 8 9 10 11 12 13 

1 I I I 
I 1 I 4 I 1 o I 13 I 
I I I I I 

41 I I __ I I 51_1_1__ I I 
6 I 2 I s I s 11 I 14 I 2 

I I I I I 
I I I I I 

9 1_3_1_6 -~-9 - 12 1-1-5 I 3 
1 o I I I I I -- --- --- ----

Hyper
lines 

Note The blocks, sub-parts of a matrix are numbered 
according to a hyper-column. 

Justification of the objects structure choice 
- Partitionned ones : 

Same objects are bi g and cannot stay as a who l e in mai n 
storage, so a partitionned structure is built up, well 

adapted to the current problem. Each partition can be 

retrieved and stored in core independently of the others. 

Thus, matrices can be computed with very large dimensions on 

machines which do not have a great memory size. 
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- Fami ly : 

I. oe 

~ 
I' 
i 
I 

Some objects have parti cul ar forms : they can be triangular 
matri ces, matri ces structured in vari ab 1 e profi 1 e used for 
instance in mechanical calculus, their profile are called 
skyline and over the skyline, there are many zero values. So 
they can be considered as families of vectors (part of non 
zero columns of the matrices) with varying dimensions so as 
to use on ly on core memory or store on fi 1 e the non-zero 
va 1 ues. Moreover, if these ones are symetri ca 1 , on ly the 
upper (or lower) band is kept. 
Here can be seen the schema of a stiffness matrix in profile 
with a largest band of 8048 terms. 

This stiffness matrix 1s a 

O. IH(S 1 square symetrical one with 

O.lODEJ 
279 millions of elements, 

6 millions of which are ,, 

~ useful operands. 
0.&68[1. 

Thus, two per cent of the 

totality of the matrix is 

stored in core and mass 

memory. 
O.OOG 0.000 O.ll lro [( 0.15UE" 0 . IOOE ~ 0 . ll"-E '!I 

The introduction offamilies simplifies programming. Indeed, 
in any case, it only writes a programming loop, and the 
value of the iteration count is the number of objects of the 
family. Thus the routines become shorter. 
A family can have pointers of length if its objects'sizes 
vary. Any single object is named ; a family can be named or 
numbered. 

A step of creating objects is necessary to constitute the 
database. Their caracteristics are stored in a set of 
attri butes. Thei r names are i nserted in a repertory wi th a 
"hash-coding" method. 
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Just a specific CALL to the names i s sufficient to access 

directly to the values if they are in core memory or to 

retrieve them from the file. 

Syntactic description 
Attributes of objects are clustered in the following way 

- Essential attributes : 
< CLASS > :: G/L/V 

with G Global database ; 
L Local database ; 
V Volatile database. 

There are three kinds of direct access files, we shall see 

later on the significance of these expressions. 

<KIND> :: E/V/RM/SQ/SM 
with E 

V 

RM 
SQ 
SM 

<TYPE> :: 
with I 

K 
R 
c 
R8 
L 

Single Element (a real, complex, integer, .. ); 

Vector ; 
Reetangular Matrix 
SQuare matrix ; 
Symetrical Matrix. 

I/R/C/R8/L/K [ n ] 
Integer ; 

n ] Character*n 
Real ; 

Camplex 

Real*8 ; 
Logical. 

- Optional attributes 
<PARTITION> :: PB/PC/PV 

with PB Bloc Partitionned matrix 
PC matrix partitionned in columns 
PV vector partitionned in sub-vectors. 
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< LENGTH POINTER> :: L/C/LC/L.NAMEFX/C.NAMEFY/LC.NAMEFZ 

L ~ When these 1etters are specified, pointers of 
C 1ines and/or co1umns are created, attached to 
LC the fami1y named in the syntax ; 

L.NAMEFX We access to the 1ength pointers of the 
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C.NAMEFX fami1ies whose names are NAMEFX, NAMEFY, NAMEFZ. 
LC.NAMEFZ 

So each 1engths' pointer can be owned by one fami1y or shared 

between severa1 fami1ies. 
Creation of attributes of a sing1e object 
First its name and references are generated 

CALL JCONOM ( '1ist of arguments') 
wi th '1 ist of arguments' : 

< object name > < c1ass > < kind ><type>[< partition >] 

then the dimensions have to be issued : 
CALL JCRNOL ('Name of object', NOL) + Creati on of the number 

of 1 i nes. 
CALL JCRNOC ('Name of object',NOC) + number of co1umns. 

Creation of the possib1e partitions : 
CALL JCRLSV ('name',LSV) + Creation of the Length of 

Sub-Vector. 
CALL JCRLPB ( 'name',LSM,CSM) + Creation of the number of 

Lines and Co1umns of 
Sub-Matrix. 

Note A partit i onned object has an i nterna 1 poi nter of 
partitions that indexes the set of addresses of each 
partition in core and fi1e. 
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- Creation of attributes of a family : 
Name and its reference : 

CALL JCFNOM( 'List of arguments',NOB). 
NOB : number of objects of the family. 
'List of arguments' = 

<family name[.pointer name]> <class> <kind> <type> 
[<lengths pointers> J [ <partition> ]. 
The family can have either named objects and then a pointer 
of names is created, or the family is numbered. 

The dimensions of objects are fixed as the same way as a 
single object with different calls. 

Note A criteri on i s added : when each object can be read 
and written from the file, it is said to be 
"Modifiable", if it is only read, it is said to be 
"Not Modifiable". 

Functions exist to retrieve attributes 
examp l e : NOL = JRVNOL ( 'Name' ) the number of l i nes i s 

retrieved. 

DATABASE INTERNAL MANAGEMENT 

Description of the core memory 
A work area i s defi ned in core, dynami ca lly managed by the 
package routine JEVEUX. 
For this, an internal COMMON /ZONE/ is used, its workspace is 
created in only one subroutine of the code. 
It i s accessed by a dummy array TAB ( l ) , wi th a subraut i ne 
written in Assembly Language that localises the address of the 
common. 
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INTEGER TAB(l) 
IDEPZD r;;:::DN /ZONE/ 

IADM = JEVEUX 
('Name of object',TAB,TOP) 

IF (IADM.EQ.O) THEN 
ERROR MESSAGE 
GOTO 9999 

ENDIF 

9999 RETURN 
END SCHEMA 2 

IDEPZO displacement between TAB and /ZONE/ 

~ IADM 
I IOBJ 
I I 
I OBJECTI 
I __ I 
I ____ _ 

WORKING AREA 

IOBJ address of the requi red object in core memory, with 
regard to the beginning of common /ZONE/ 

IADM = IDEPZO + IOBJ 

Thus, the system "JEVEUX" dynamically gives the address of the 

object. 

Note : Some machines have an OVERLAY structure, and the area 
memory can be arborescent like this : 

MAIN PROGRAM 

/ZONEl/ /ZONE2/ 

OPERAl OPERA2 

SCHEMA 3 

' I I 
I 
I 

greater 
/ZONE3/ l ength 

of the 
memory 

I 
I OPERA4 f 



www.manaraa.com

17-22 

The memory is divided into two dynamic areas : 

- The System Memory : this is a contro1 fie1d which groups a11 

the informations of objects and database organization. 
- The Va1ues Memory : this is the working storage. 

The Contro1 Fie1d is divided into pages. The dimension of 
pages is determined by the Page Turning System of the machine 
( for i nstance, on IBM 30xx, 1 page = 1024 words of 4 bytes). 
And the pages of common /ZONE/ are adjusted with the pages of 
the system. 
It contains : 

- an Address Di rectory of named objects i ndexed by a 

"hashcodi ng" method i t i s constituated by conti guous 

pages 
- a set of Attributes ; 
- a chained 1ist to manage free spaces in the workspace 

- buffer areas to 1oad in core or store on fi1e Data ; 
- a page ca11ed "zero" owned by the system "JEVEUX", its 

function is to keep informations of 1oading or un1oading of 

the who1e database. 

The attri butes and chai ned 1 i sts are stored in chai ned pages 
of the System Memory. 
The memory 1ocations of objects are read in the attributes. 

Here can be seen the schemas describing the transfers between 
the Contro1 Fie1d and the Warking Area : 
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Note A named family has a more complex diagram because 
additionaly a named pointer of family's objects is 
introduced. There is an alternate area between the 
control field and the working memory which is used when 
one of them is completely filled. 

The working area, composed of allocated and free 
spaces, is entirely maintained by the Control Field. 

Management of allocated objects in core area : 

The l ist of a ll ocated objects has two chai ned parts : the 

first one is built up of temporary objects and the second one 

of permanent stored objects. 

This criterion is introduced to assure the calculus the 
permanency of some objects in core memory and avoid that the 
system unloads them to the bulk storage unit and reloads them 
immediately after this. 

Thus the t ransfer time i s mini mi zed wi th regard to other 

managerial tools. 
A temporary object can be transformed into a permanent object 
and conversely. 

When the working storage is completely filled, the built-in 
check of the system makes the release of an allocated object 
in searching into chained list of allocated fields (ranked in 
occuri ng order in core memory). The o l dest temporary object 
with convenient dimension to store in core the replacing one, 
is either unloaded if it is "modifiable", or left if it has 
already been unloaded and is classed "not modifiable", taking 
into account the eventual neighbouring free spaces. 

Structure of the virtual memory 
The Vi rtua l Memory of the system "JEVEUX" i s a set of Di rect 
Access files divided into logical records. Record lengh is 
calculated in computer words, parameterized, and fixed at the 
beginning of the running in the case of a file creation. The 
mass storage is ward addressable. 
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There are three classes of direct-access file : 

- The "Global database" : it is a permanent archival file. It 

gathers objects in c 1 ass 1 G 1 , address di rectory and 

attributes, backed up at the end of running. Thus a complete 

and documented rerun of the database system can be made. 

This global file permits eventual graphic processings and 

editings of output data. 

- The "Local database" : this file can be introduced when the 

machi nes h.ave an over 1 ay structure . Thei r objects are 

shared into several tasks and disregarded at the end of the 

module. 
- The "Volatile database" : this file is a set of working 

objects not saved at the end of running. 

In an overlay structure, the working arrays are internal to 

a task and disregarded at the end of the task. 

An object can be moved from one class to another. 

Transfers between core memory and file 
Two kinds of objects are considered for the transfer : 

- The small objects : they are smaller than a logical record 

on the contrary there are big objects. Buffers are used for 

transfers and stored in the Contra 1 Fi e 1 d of the system 

"JEVEUX". They have the same length as a file record. 

The criterion of objects modifiability minimizes disk access 

and transfers become efficient. 

- Bi g object treatment : There i s a READ/WRITE Buffer, RWB, 

for the big objects.It is only used if the started or ended 

address of the object does not coi nci de wi th the start or 

end of the file record. 
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Schema 6 Here, can be seen an object that occupies four 

records of the Direct Access File. 

Treatment of the first record : 

Step l the record R l i s ret ri eved from the fi l e in the 

buffer RWB. 

Step 2 the object values are written from the core memory 

into the buffer without modifying the preceeding 

others. 

Step 3 : the buffer content is unloaded in record Rl. 

The two other blocks are directly unloaded (Step 4 and 5) 

the last block is treated as the same way as the first one. 

Small object treatment : 

Sma ll object s created at the s ame moment in core area will be 

simultaneously used in every case. 

Thus, to minimize the cost of the Input/Output system, they 

are clustered at their first unloading in the Unloading Buffer 
of Small Objects called UBSO. This buffer is filled in 
proportion as request of automatic swapping out onto secondary 
storage. 

As the same way, there i s a Loadi ng Buffer of Sma ll Objects, 
LBSO. 

In a small object loading, its neighbourings are also 
retrieved in core memory. 

Thus, many Input/Output accesses are avoided. 

Note : One object can be modified into buffers. 
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Schema 7 Here, can be seen the loading of a small object. 

Step 1 The content of record R, group of small objects is 
loaded into the buffer. 

Step 2 The object values are transfered from the buffer in 
core area. 
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CONCLUSION 

The processing database system "JEVEUX" can be used in any 

scientific computer codes where problems using mathematical 

objects with the eas i est to the most camp 1 i cated structures 

are resolved. 

This database is documented and can be entirely used again. An 

internal software system permits the database system to run on 

any machine (IBM, BULL, CRAY, ... ). 

At the moment, the system "JEVEUX" is operating on IBM 3081 

and CRAY- 1 S computers. I t will be i mp 1 emented 1 ater on a 

Hewlett-Packard A700 computer. 

Thi s database management system i s operat i ona 1 in a finite 

element computer code called SIVA, for static and dynamic 

analysis of industrial mechanical structures developed and 

maintened at "Electricity of France". 
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Databases in engineering are operated in a multi-disciplinary 
environment by users with different skills. Database adminis
trator facilities have to be available to keep control over a 
database and to keep track on its contents. This paper deals 
with the database administration task and with the require
ments for the facilities to support this task. As an example, 
the facilities for database administration in EDIPAS are used. 
EDIPAS (Engineering Data Interactive Presentation and Analysis 
System) has been designed and made operational at the National 
Aerospace Laboratory NLR (The Netherlands). This system pro
vides a standard framewerk for the data management and the 
data evaluation and presentation tasks for a variety of engin
eering applications. It provides database administrator facil
ities to create a database, to inspect and to maintain the 
contents of the database, including the chosen user's views on 
the data as stored in the database. 

l. INTRODUCTION 

To date, the application of database technology in engineering 
is generally accepted. The database technology is to be dis
tinguished from the usage of a file manager, by the applica
tion of a database management system (DBMS) and related 
schemas. These schemas contain the description of the contents 
of a database and are used by the application programs to 
access the data in the database. 
Engineering and design optimization are multi-disciplinary 
environments by nature. The database technology provides 
eminent means to transfer data between the various engineering 
groups involved and between the processes they perform. 
Although there are differences between the application of 
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databases in engineering and in business applications, some 
lessons can be learned from the latter with respect to the 
control over the database contents. 

As distinct from business database applications, in engin
eering the data derived from the basic (input) or primary data 
is also stored in the database. The derived data in engin
eering is orten the result of some creative design activity or 
of rather time consuming algorithmic processes, as for in
stance analysis programs for strength or aerodynamic prop
erties. Given a set of basic data, various sets of derived 
data can be obtained. The derived data depends strongly on the 
choice of the designer (or the engineer) and on the processes 
applied to generate the derived data. For instance, the drag 
of an alreacl.y known shape of an aircraft or a car can be 
estimated roughly, or can be calculated by means of high 
quality ar.d very accurate numerical simulation methods, or can 
be obtained by means of experiments with models. Both the 
primary and the derived data are acquired against considerable 
costs, which already points to requirements for facilities in 
the data management software to control the contents. 

An issue in the application of databases is the internal con
sistency of the database, which means that the data is in 
accordance with the descriptions in the schemas. Application 
of a qualified existing DBMS solves the internal consistency 
problems. In an engineering application of the DBMS, it still 
will be possible to store in and to obtain from the database 
consistent data, that however do not reflect the reality of 
the application, i.e. the integrity is not maintained. As the 
DBMS software used in different engineering applications will 
not cope with these integrity problems, they have to be solved 
in the application dependent parts of the information system 
that uses the DBMS. This DBMS software has to provide 
facilities with which the contents of the database can be kept 
in consistent order. These facilities control the access of 
groups or persons to the database, provide a means to maintain 
the data in the database, and are an aid to spot the necessary 
data. Such facilities support the database administration 
task, that was explicit in business applications already for 
years. This paper discusses the database administration task 
in engineering applications. Requirements are given for facil
ities to support that task. 

As an example, the database administrator support of the 
EDIPAS-package will be given. This package has been developed 
and is in operational use at NLR. The acronym stands for 
"Engineering Data Interactive Presentation and Analysis Sys
tem". The package has grown to a set of facilities for both 
engineering data management and engineering data evaluation 
and presentation. The data management facilities are built 
around a commercially available DBMS, that provides internal 
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consistency and controlled redundancy. The EDIPAS-package 
comprises facilities to support the database administration 
task. With these facilities the user is able to start a 
database for an application and to control the contents of an 
existing database. 

2. DATA MANAGEMENT IN ENGINEERING 

Data management tools become generally accepted in engin
eering. Distinct from the more traditional file organization, 
a database is controlled by means of a database management 
system (DBMS). A DBMS applies schemas in which the contents of 
the database is described. Application programs obtain access 
to the database using the information in these schemas. The 
generally accepted three-schema approach gives the conceptual, 
the external and the internal schema. The conceptual schema 
describes the structure of all types of data that the database 
deals with, and the relationships among these types of data. 
The description reflects the possible context in which the 
database can be used. An external schema selects a particular 
view of the data in the database, in accordance with the needs 
of an application program or user. The external schema con
trols to what extent the data may be seen, as well as the way 
in which it may be accessed, when permitted. Several external 
schemas can exist for the same database, providing different 
views for the different users and programs. The internal 
schema provides the information how the types of data are 
mapped to physical records on files. As the information in 
this schema determines the speed of update and retrieval 
processes, it is a means for tuning the performance of a 
database. A DBMS provides a data definition language (DDL) to 
specify the schemas. The DDL is used during the design phase 
of a database, and later on when modifications are necessary. 
Manipulation of the database requires a specialized language, 
called a data manipulation language (DML). The DML is used for 
the storage, retrieval, modification, and deletion of data in 
the database. One may say, that the DDL is the language of the 
database designer and that the DML is the language of the 
database user, in general an application programmer. 

Database technology has been applied in business applications 
for about two decades. As the contents and the use of 
databases in engineering differ from business applications, 
some attention has to be paid to the differences and the 
consequences. 
More than in business applications, the database in engin
eering contains the derived data as well as the basic or 
primary data. Whereas in business applications a selection is 
made from the primary data and the results are presented to 
the user after rather simple processing, in engineering the 
derived data is orten obtained by means of complex (numerical) 
processing. Another aspect of databases in engineering that 
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strikes the eye is the dynamic character of the data and 
datastructure, i.e. the way in which the data is organized. 
This dynamic character is found in the variable amount of data 
related to an object (e.g. the order of a matrix) and in the 
modification of the type of data that describe an object when 
the object changes. When the description of the data in a 
database changes, this leads to modifications in the schemas. 
Application of techniques that provide facilities for the 
management of dynamic data and datastructures, bring the 
flexibility back to the users and the application programs 
that access the database. As a consequence users do need 
facilities to inform them about the actual contents of the 
database. 

Engineering is a multi-disciplinary activity, where many users 
share a common information set, stored in a database (Fig. 1). 
In the engineering environment the database is seen as the 
point where data can be transferred from one discipline or 
group to another. The various processes communicate via the 
database (Loeve, 1982). The data management facilities will be 
used in various projects with different goals. In this 
situation the data management facilities should have addi
tional provisions to: 

distinguish the different databases used for various pro
jects; 

- grant access to the database of a project to the members of 
the project-team, with different levels of authorization 
with respect to the data manipulation possibilities (store, 
delete, modify, etc.); 

- maintain the data in the database in accordance with the 
logical views of the users on the data and with the 
requirements with respect to performance of the processes. 

To accommodate these overall requirements, the introduction of 
the database administration function in engineering applica
tions is necessary, tagether with utilities in the data 
management software that support that function. 

3. THE DATABASE ADMINISTRATION TASK 

In the previous section, the database administration function 
in engineering is indicated. This function is performed by the 
database administrator (DBA). The DBA is the person respon
sible for overall control of the database. He or she has to 
have already expertise in database applications in an engin
eering environment and the ability to understand and interpret 
management requirements at a senior level. In business data
base applications the database administrator task is sometimes 
performed by more than one professional. In the engineering 
field the benefit of database administration has been recog
nized too. Some organizations appoint in their projects a 
person who is responsible for the operational shape of the 
project database. In projects of limited size, the principal 
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user will take care of the database administration task. In 
the multi-user environment of engineering projects, at least 
one person has to be assigned to the database administration 
task. Only in that situation the project teamwill be able to 
keep control over the database and its contents. The responsi
bilities of a project database administrator are: 
- to advise the project team on the definition of the database 

contents; 
- to open the database for the project and store the initial 

data, such as naming conventions for the data items as 
agreed upon in the project team; 

- to grant access to the database for users within the project 
team. The various users will get different levels of 
authorization. For instance, modification of basic data 
could be granted only to the project-leader or the DBA. 

- to define and to restructure access paths to the data. The 
access paths can be defined according to specific views of 
project members, using their own terminology. Furthermore a 
well chosen access path may increase the performance con
siderably. 

- to maintain the basic and derived data; 
- to inform the project members that use the database about 

the status of the database and its contents, on a regular 
basis; 

- to make full or partial copies of the database contents for 
back-up and performance purposes. Partial copies of the 
database contents will be made for instance if the data 
involved will not be used during some time, but may become 
of interest again at a later time. 

- to maintain the archive of (partial) database copies in 
order to have them ready for re-use on a selective basis. 

In larger organizations several·project databases may be 
maintained at the same time on central computer facilities. 
The project database administrators will optimize the overall 
performance of the database, they are responsible for. The 
management of the computer centre will benefit themselves when 
they assign a system database administrator. This person will 
direct his/her attention to the system and its performance. 
The system database administrator (SDBA), a database manage
ment professional, will be responsible for the maintenance of 
the data management software and the schemas that are used for 
the various applications. Requirements from the user's commu
nity that affect the schemas will be handled using the DDL 
facilities of the DBMS. The SDBA will gather statistics about 
the performance of the system given the running database 
applications and about resource usage of the individual 
project databases. Of course the SDBA can provide information 
that will be of great help to the project database adminis
trators. 
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4. SURVEY OF EDIPAS FACILITIES 

In order to give the scope for the database administrator 
facilities in EDIPAS, a short survey of the capabilities of 
the system is presented. The system provides facilities for 
engineering data management and for engineering data evalu
ation and presentation. With the EDIPAS data management 
facilities it is possible to build an information system for a 
specific purpese (Troost, et al, 1984) with a project database 
that is the transfer-point of data between processes applied 
in the various disciplines involved in the project (Fig. 2). 
The data in the database can be inspected and evaluated for 
interpretation purposes by means of the data analysis and 
presentation facilities. These facilities are command driven 
and can be seen as engineering query and report facilities for 
an EDIPAS database. The commands can be grouped into pro
cedures lthich can be applied for complex evaluation tasks 
(V. d. DJ:·aai, 1984). The procedures can be stored in the 
database for later usage. 

The data model applied in EDIPAS allows users to define (and 
to change at will) naming conventions for the data according 
to the terminology they want to apply. The database is used to 
store primary data, derived data, data supporting the oper
ations with the database, including procedures to execute the 
analysis and presentation facilities. To support the oper
ational use of the database, time tags are added to the 
entities. 

The EDIPAS facilities are grouped into three subsystems 
(Fig. 3): 
- data management, 
- database administrator support, 
- data analysis and presentation. 

The subsystems interface to the database by means of a set of 
database communication modules. Thesemodules on their turn 
interface to the commercial database management system, that 
has been used as the data management kernel. This data 
management kernel is completely hidden for the user's commu
nity by the EDIPAS facilities. 

The main components of EDIPAS, contained in the subsystems are 
(Fig. 4): 
a) for data management: 

- facilities to load data from auxiliary datafiles, 
- interface modules to give auxiliary (user-)programs or 

program packages access to the database; 
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b) for database administrator support: 
- a facility to initialize a database for a project, 
- a facility to audit the contents of a database (i.e. to 

generate an overview of the contents), 
- a facility to manipulate the database contents for 

maintenance purposes, 
- facilities to durop and to reload the database; 

c) for data analysis and presentation: 
- facilities that comprise various fUnctions for the selec

tion, interpolation, computation with and graphical and 
tabular presentation of the data. The facilities are 
controlled with commands, that can be grouped upon user 
request into procedures that can be executed in batch or 
interactively. 
a facility to generate the command sequences for a batch 
run of the analysis and presentation facilities, applying 
prepared procedures. 

In (Heerema and Kreijkamp, 1984) the capabilities of EDIPAS 
are described in more detail. 

5. EDIPAS DATA MANAGEMENT AND THE DATABASE ADMINISTRATION TASK 

The facilities in EDIPAS for database administration depend on 
the properties of the applied data model of the database and 
the related data management facilities. The concept of the 
EDIPAS data model (Kreijkamp, et al, 1985) is based on basic 
data entities with very general properties. The data entities 
applied in EDIPAS are translated into the physical records in 
the database by means of the DBMS used in the kernel. This 
translation is defined once for all applications by means of 
the DDL of the DBMS. The data management facilities of EDIPAS 
provide the interface to the end-users, the database adminis
trator and the application programmers. For all these users 
there is no need to learn details about the DDL and DML of the 
DBMS, they "operate" with the EDIPAS database entities. 

A basic entity of EDIPAS is the datablock. One datablock 
contains engineering data that is interrelated in a sense 
defined by the user. Within a datablock, single values 
(scalars) and matrices (a row or a set of values) can be 
recognized, each of them having a user supplied name. A 
datablock is uniquely identified with one or more so-called 
characteristic values, again with user supplied names. There 
is no restriction on the nurober of elements in a datablock, on 
the length of a matrix or on the nurober of characteristic 
values. The various datablocks may contain a different nurober 
of elements with different names. Other entities in EDIPAS 
concern the datastructures, the derived data and the oper
ational use of the database. 
Time tags are added to the entities, providing information on 
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date of storage and/or date of latest usage. The databiocks 
are given the date of initial load. The remaining data 
entities are given the date of creation and the date of latest 
usage. The users, introduced to the database, get the date of 
latest access to the database tagged to their user name. 

The datablocks are organized in one or more multilevel 
hierarchical structures, witb a cbaracteristic value name on 
each level. Datablocks are logically placed in a structure at 
the lowest level, according to the characteristic value names 
belonging to the datablocks (Fig. 5). As a consequence of the 
possibility of having more than one structure in a database, 
each user or group of users may apply a structure to access 
the datablocks in accordance with a view related to the 
specific application. EDIPAS allows to (re-)define the con
tents of datablocks and the structures in an operational 
database. It will be clear from this, that for the EDIPAS 
user's community the data definition and data manipulation 
phase coincide. For data definition and manipulation, the 
EDIPAS data management facilities provide DDL and DML func
tions, called EDDL (EDIPAS-DDL) and EDML (EDIPAS-DML), re
spectively. The EDDL and EDML are tbe interface to the users, 
that utilize the EDIPAS data evaluation and presentation 
functions, tbe DBA-support functions and user programs inter
faced to the database (Fig. 6). The data management facilities 
of EDIPAS translate the EDDL and EDML to the DML of the DBMS. 
The DBMS takes care of the storage of the physical records. 

The database administrator assigned to a project using EDIPAS, 
will advise the users how to define tbe contents of tbe 
datablocks. Knowing the contents of a database and the way it 
is used, he or she is able to increase the performance for tbe 
users, by means of (a) well chosen structure(s). The DBA will 
advise users and programmers how to interface application 
programs to the project database. The project DBA utilizes the 
EDIPAS database administration facilities, without knowledge 
of the internals of the DBMS. The time tags of the EDIPAS 
database entities are used by tbe DBA to get information about 
operational use of the database. 

A system database administrator (SDBA) is responsible for tbe 
maintenance of the schemas as applied by the DBMS (Fig. 6). 
The person or the group of persons that perform the task of 
the SDBA has detailed knowledge of the DDL and DML of the 
DBMS. The SDBA is able to increase the performance of the 
project databases utilizing EDIPAS, by tuning the internal 
schema of the DBMS. Required changes or enhancements of tbe 
available EDIPAS facilities, that imply updates of the schemas 
are the responsibility of the SDBA. 
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6. FAClLITIES IN EDIPAS F'OR PROJECT DATABASE ADMINISTRATION 

The database administrator subsystem of EDIPAS consists of 
facilities to initialize a database, to get an overview of the 
contents of a database, to maintain the database contents and 
to perform a dump or reload of the database. These facilities, 
to be used by the project database administrator, are de
scribed below in more detail. 

6.1 Initialization of a database 
When a project team utilizes EDIPAS, the data to be kept in 
the database are to be analysed in order to agree upon the 
contents of the datablocks and the names of the characteristic 
values and data elements. A strategy may be developed, how to 
organize the datablocks into one or more structures. The DBA 
(being an experienced person or the prime user, but not a DBMS 
professional) will contribute to this process into a great 
extent. 

To open the database, EDIPAS provides an initialization 
utility. With this utility the DBA identifies a database for 
the project. The database gets a name, and the project and the 
responsible person's name (of the project-leader or the DBA) 
are entered. During initialization, the DBA may speciry: 
- the names and initial passwords of the intended users of the 

database and their authorization to access the database, 
- if already known, the name(s) of one (or more) structure(s) 

and the names of the levels, 
- the default values of a number of system parameters chosen 

for the project. 
The initialization process is depicted in figure 7. 

6.2 Audit of the database contents 
When a project database is in operationa.l use, the audit 
utility of EDIPAS can be used to obtain an overview of the 
contents of the database. The options of the audit utility 
allow to obtain the overview of the complete contents of the 
database or of a part of it. 

The DBA audits a part of the basic and derived data by making 
a choice from the available structures and the levels in a 
chosen structure. Within this window, the data can be listed 
according to their entity type (basic and derived) or accord
ing to their location in the window. Auditing according to 
locations gives all the level occurrences within the specified 
window and the data entities connected to it. The engineering 
data contained in the datablocks is listed by giving the names 
(and values, if asked for) of the single values and the 
matrices. 
Without specifYing a window, the audit facility provides a 
means to list those datablocks, that can not be accessed via 
structures. 
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These audit options can be used to check the result of a data 
load process. 

B,y using the time tags given to the database entities, the DBA 
gets information about their operational usage. All EDIPAS 
database entities can be selected on their time tag(s). The 
backup facility for (selective) load/dump shall have to 
provide means to dump the data not used recently. 

A project-member can get an overview of his or her own 
supporting data, for example his or her own procedures used to 
run evaluation and presentation tasks. An overview of a 
procedure contains the commands of which the procedure 
consists and the parameters of that procedure and their 
default values. 

With the audit facility, the DBA can provide a short overview 
of the database contents for the project team members on a 
regular basis. Such an overview contains the descriptive 
information of the project, the names of the current users 
(optional) and structures, and total amounts of EDIPAS en
tities, currently available in the database. See figure 8 for 
an example of such an overview. 
During interactive evaluation and presentation, the user can 
consult the database in order to get an overview of the actual 
contents of the datablocks, and the data entities and their 
location. 

6.3 Maintenance of the database contents 
The project members utilizing the project database may change 
their view on the data when the database has been in operation 
for some time. Using the database has as effect, that the data 
kept in it will not reflect the "reality" as seen by the 
project group, although the database is still consistent. With 
the maintenance utility the project DBA has the possibility to 
bring the contents of the database in accordance with the view 
of the project team, and to update the database with respect 
to the basic data, the structures and the supporting data. 

The operations on the basic data and structures include the 
following: 
- structures, being the access paths to the datablocks, can be 

added or deleted. To the levels of a structure, aliasses can 
be added. 

- datablocks, containing the basic data elements, can be 
accessed by means of an access path as determined by a 
structure. Characteristic values may be added. 
Characteristic values, not being a level of a structure, may 
be deleted or modified. Basic data elements (single values, 
matrices, and matrix values) can be added, deleted or 
modified. 
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The operations on supporting data include the following: 
- text can be entered or deleted, that serves documentation 

purposes for the project database. The DBA can use this 
option to keep a project database history. 

- new users can be granted access to the database, existing 
users can be detached from the database or be given another 
level of authorization, 

- the presentation format and the name of the engineering unit 
of a data item can be specified or modified, 

- aliasses can be introduced for the default EDDL and EDML 
commands and command parameters as available in the project 
database. With this possibility the DBA can bring the 
default EDIPAS "language" in accordance with adopted project 
terminology. 

- help information that will be given upon user request can be 
adapted. 

The usage of the maintenance subsystem is restricted to the 
DBA and to those members of a project team that have the same 
(=highest possible) authorization level as the DBA. 

6.4 Backup and archive of the database contents 
The backup facilities are only directed to the database as a 
whole. The project DBA is able to copy a project database to 
off-line storage (such as magnetic tape). In this way it is 
possible to keep different versions of the project database. 
So that from a certain moment a copy of the project database 
can be used for experimental purposes, without destroying the 
contents of the original one. 

A selective dump of the contents of a project database is 
defined but not yet implemented. With this facility the data 
not relevant for on-line access can be stored on off-line 
media. With the re-load utility it is possible to restore the 
data again in the originating database or to transfer data to 
the database of another project. The latter possibility, 
implemented in a previous operational version, has proven to 
be of great help to the users of different project databases 
that contain partly the same data. With this facility the 
names of the data items of the original data can be replaced 
by names to be applied in the receiving database. 

A future development will be that the partial database dumps 
can be administrated by means of an archive utility. In that 
situation the project database can be seen as the combination 
of the on-line and off-line stored data. Access to the 
off-line stored data however will be in an indirect way, i.e. 
by (automatically) restering the required data into the 
on-line database. 
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7. CONCLUDING REMARKS 

The utilization of database management tools in engineering 
applications is generally accepted. In a multi-disciplinary 
environment the database administrator fUnction is necessary 
to keep control over the access to the database and its 
contents. The database administration fUnction consists of 
tasks to be performed by a database administrator for a 
project and tasks to be performed by a system database 
administrator. The project database administrator is not a 
database management professional. The activities of this 
person are directed to the engineering aspects of the project 
databases. The system database administrator covers the 
internal affairs of the data management tools. He/she is able 
to adapt the data management facilities for all project 
databases with respect to new fUnctional requirements and 
system performance. 

The EDIPAS package, made operational at National Aerospace 
Laboratory NLR provides various facilities that support the 
project database administrator tasks. A database can be 
created for a project, the contents of a database can be 
audited and be maintained. Some facilities are available for 
backup purposes. 

The available facilities for database administration have 
proven to be of great help to keep control over the contents 
of a project database. 
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A DAT A BASE MANAGER FOR ENGINEERING COMPUT A TIONS 

E. Backx 
Catholic University of Louvain 

SUMMARY 

During the last conference on engineering software in 1983 [Backx, 
1983], a data base manager was presented. This manager was written 
in basic and was implemented in a finite element program. The aim 
was to be able to solve !arge problems in a computer with a small 
core size (6'-IK). This implementation turned out to be very success
ful because, not only the primary aim was reached but it turned out 
that coding additions to the program becomes much simpler and 
faster. 

Since that time, the same ideas were used to write a data manager 
for other Computers and in other languages. (MS-basic, Fortran 77, 
Pascal). 

INTRODUCTION 

Writing !arge programs for scientific computations such as finite 
element and boundary element programs and pre- and post-proces
sors is a time demanding job. Every effort has to be made to de
crease the number of dependencies of one module to another module 
because these links are often the reason of bugs. Storage allocation 
both incore and out of core is one of these problern areas that oblige 
the programmer to be inventive and very disciplined. Dynamic incore 
storage allocation in FORTRAN programs is sometimes solved by 
using a one dimensional array in COMMON. 
During execution, data arrays are given the required space in this 
array and the calls to subroutines is done by passing the appropriate 
pointers. The space used by arrays which are not needed anymore, 
can be reused by other arrays if the size is smaller than the pre
vious array. To avoid errors in reusing the space of deleted arrays, 
the data needed have to be weil structured before programming is 
started. Additions to the programs become tedious. 

When the programs data needs become too !arge to justify a complete 
incore solution, the data have to be transferred to disk files for inter
mediate or permanent storage. Some programs need as much as 20 
different external files to solve this problem. 
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This is a very unsatisfactory solution for the programmer (and the 
user). 

A remedy for these problems is to use a data manager. Data base 
managers are weil known in administrative applications but not so 
much used in scientific applications. The reasons are that these data 
base managers are very heavy programs in their own and due to their 
capabilities, they tend to decrease drastically the execution of the 
application. Moreover, these data base managers are expensive. 

This paper proposes the use of a scientific data manager to solve the 
problems mentioned above. This scientific data manager is by no 
means comparable in size and capabilities to a commercial data base 
manager but it is shown from experience that it is a valuable tool 
in program development. 

DESCRIPTION OF THE DAT A MANAGER 

The intention is to free the programmer from managing memory and 
disk space organisation by giving him easy to use commands for sto
ring and retrieving data. Both incore and out of core data manage
ment is taken care off. From the application programmers view, the 
use is very simple. There are only five different functions he needs 
to know: 

1. Open the database 
2. Close the database 
3. Put a data item in the database 
4. Get a data item from the database 
5. Delete an array in the database. 

The way to execute one of these functions is different in the diffe
rent implementations. At this moment, five different versions have 
been written: 

1. BASIC-2 on Wang 
2. MS Basic 
3. Fortran 77 on Vax 
4. Pascal on Vax 
5. MS PASCAL 

The first version was described earlier [Backx, 1983]. This first ver
sion was designed because primary memory was the most important 
problern to implement finite element programs in BASIC. This pri
mary memory is generally limited to 64K on these machines. After 
the implementation, the other advantages such as decreasing pro-
gram development time and managing !arge dynamic arrays became 
predominant. The advantage of such a tool in ewironments with virtual 
memory and higher Ievel languages is obvious. lt was however not 
possible to translate the original version in these higher Ievel langua
ges directly. 
The original version will now be described functionally. Afterwards, 
the FORTRAN and PASCAL versions will be discussed. 
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BA5IC-2 ON WANG 

Constant lenght blocks are used in primary and secondary memory. 
The programmer has to dimension several arrays in each program 
and has to Ioad the database functions as part of his program. To 
put a data item in the database, the following CALL is send to the 
data base routines: 

G05UB'70(Nß, W(/J, 54, W3, W7) 

input 

output J 
( 

l N$ 3-character name of array 
W(/J index 
54 dummy 
W 3 length of data item 

W7 starting address of required information in 
memory array C$0 

Next, the programmer should put the data item in C$0 starting at 
the address W?. This is done with a PACK instruction. 
To get a data item from the database, the same CALL is send and 
the data is extracted by an UNPACK statement. 

To delete an array in the data base, the following CALL is issued 

G05UB'74(N$) 
N$ 3-character name of array. 

The blocks which are deleted by this call are freed and become avail
able to hold newly created arrays. 
The implementation is very system dependent because it uses spe
cial possibilities of BA5IC-2 such as: 

MAT 5EARCH 
PACK 
UNPACK 
5TR 
VAL 
CONVERT 
INIT 

The interaction between primary and secondary memory is done in 
direct access-mode. 

FORTRAN 77 on VAX 

A first version has been written (lckroth-Maes, 1984) and was used 
in a boundary element program. The PACK and UNPACK instruc
tions were replaced by WRITE and READ to and from an array. 
The resulting code was too long and too slow. 

A second version was then made by the author. This version was 
developed from the point of view that the application programmer 
should be able to use the routines as simple as possible. Now, the 
conversion from real data to character data (PACK-UNPACK) is 
obtained using the EQUIVALENCE statement and the substring 
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capabilities of FORTRAN 77. 
There are 5 user callable routines which cover the functions described 

before. These are: 

1. CALL DBOPENEN (!CODE) 
!CODE = (/): new database 

= I: existing da tabase 

2. CALL DBCLOSE 

3. CALL DBPUT(A, NR, NAME) 
A : variable to add to the data base 
NAME: name of array to which variable A has to 

be added 
NR : index of variable A in array NAME 

4. A = DBGET (NR,NAME) 
A is the variable in array NAME with index NR 

5. CALL DBDELETE (NAME) 
Delete the array NAME in the database. 

Only real variables can be handled. 

The size of the data base is controlled by a BLOCK DA TA subpro
gram. The programmer has to specify: 

1. NBLIN. The size in number of blocks of the primary memory 
that he wants to reserve for incore data (minimum 2) 

2. NBLOUT. The size in number of blocks of the secondary me
mory that he wants to manage for out of core data 

3. NBLSIZE. The size of the block in bytes. 

Example 1: NBLIN=IO 
NBLOUT=I50 
NBLSIZE= I 024 

The total amount of data that can be handled is 150K 
(150 x 1024). The total amount of memory required 
is IIK. 

Example 2: NBLIN=IO 
NBLOUT=IOOO 
NBLSIZE=5120 

The total amount of data that can be handled is 5MB 
(1 000 x 5120). The total amount of memory required 
is 57K. 

Chosing NBLIN too small will Iead to a !arge amount of input-out
put with the disk. Choosing NBLSIZE too !arge will Iead to an uneco
nomic use of disk space. The choice therefore depends on the pro
blem. If there are only few different but !arge arrays, increase 
NBLSIZE. If there are a !arge number of different arrays of smal-
ler size, decrease NBLSIZE. 
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PASCAL ON VAX 

The first PASCAL implementation was written in MS-Pasca!. After
wards, the same implementation was used on VAX. Only the disk 
I-0 routines had to be rewritten. 

The PASCAL version is somewhat Ionger in code and is still not as 
flexible as the FORTRAN implementation. However,integer, real 
and character data can be handled. 

APPLICA TIONS 

The BASIC-2 version is implemented in the programs of SCIA*. 
These are finite element and steel structure design programs. 
The FORTRAN version is used in our university in a boundary ele
ment program (Ickroth-Maes, 1984) and is also used to couple FEMGEN 
(a finite element preprocessor) with other programs (Van Eynde
Verheyden, 1985). The finite element mesh generated by FEMGEN is 
stored in our database. The input for the finite element program is 
generated from these data, the bandwith is minimised, the structure 
is computed and the results are stored in the same database. The 
post-processor program only needs this database as an input to pre
sent the results in a most convenient way. 

CONCLUSIONS 
A data manager for scientific data is designed and implemented 
in BASIC, FORTRAN and PASCAL. The advantages of such a 
manager are: 

-the programmer does not need to organise internal and external 
memory 

-the size of primary memory needed is minimal 
-improved use of secondary storage space 
-development time is decreased 
-additions to programs are much easier. 
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ENGINEERING DATABASE - WEIGHTS AND CENTRES. 

S M Fraser 

University of Strathclyde, Glasgow, U.K. 

1. INTRODUCTION 

In the engineering design of a complete installation it is 
important to keep the total cost and the total weight under 
constant review and in many applications, such as aircraft 
and ship design, the nett centre of gravity of the overall 
structure must be estimated as accurately as possible. 

17-57 

It is essential that the cost estimate and the weight 
estimate are based on the same component list and therefore a 
common database should be used by both; a suitable component 
numbering system should be employed which simplifies database 
interrogation by computer programs. 

The philosophy behind the development of this program was 
that it should incorporate the following features:-

a) program to run on a desk-top micro - APPLE IIE. 

b) user friendly - for infrequent use by designer/ 
draughtmen. 

c) input/ output file handling to be controlled 
efficiently by the program to maximise use of disc space 
and reduce access time. 

d) program to feature a date-lock facility such that a 
time history at various stages of the project would be 
available for reviewing the design procedure. 

Because of the limited RAM capacity of the APPLE II the cost 
estimate program is run separately from the weights and 
centres program and only the latter is described here, 
however the cost estimate program is similar in structure but 
with features specific to the financial aspect. 
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2. LIMITATIONS OF THE DESK-TOP MICRO 

The computer system consists of an APPLE IIE with 64K RAM and 
80-column card, twin 140K floppy disc drives, monitor and 
printer. The disc operating system is capable of handling 
sequential or random access files but random access files are 
wasteful of space on a large database and the limited memory 
capacitywill not allow the full database to be read in from 
a sequential file. For this reason the data is split into 
nine sequential files which are accessed individually by the 
program; this gives a good compromise between speed of 
accessing and loading data relative to the efficient use of 
disc space. 

Once the program is operating the processing speed of the 
micro is not found to be a limitation since the operator is 
the slowest element in the time taken to read, enter or 
change data. Printer speed limitation can be adequately 
covered by using a buffered interface. 

3. PROGRAM STRUCTURE 

The program operates from two Option menus, the first dealing 
with input/ output options and the second menu offers the 
various updating, data checking and calculating options; the 
schematic program structure is shown in Figure 1. 

The input/ output menu indicates the following Options:-

1. Input data from estimates file. 
2. Input data from weights & centres file. 
3. Input data from keyboard. 
4. Move to next menu. 
5. Quit program. 

It is usual for a first quotation to be drawn up based on a 
cost estimate/ quotation procedure and hence the part 
description of individual components will be available in the 
estimates database. Therefore option 1 in the menu allows 
the program to draw in the relevant information required by 
the weights and centres program. This information is then 
automatically stored as a set of weights and centres 
sequential files which will, in future, be called back by 
selecting option 2. Option 3 allows a database to be 
generated from scratch although this option will not 
generally be used. Options 4 and 5 allow transfer to the 
main menu or exit from the program. 

As stated previously the database is stored as a set of nine 
sequential files ie the project is divided into nine specific 
section headings; each section is sub- divided into nine 
sub-sections and each sub-section has a maximum of fifteen 
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items. Thus a component numbering system is used whereby the 
first two digits represent the section and sub-section 
numbers, the next two numbers represent the item number and 
the remainder of a 40 character string is available for the 
rest of the part description eg 

2512 Hydraulic motor sub-assembly 

Section 2 Sub-section 5 Item 12 

With the above limitations the maximum number of items is 
1215 but this is sufficient for many small design 
applications; however the theoretical limit for this 
numbering system is 10000. 

In addition to the part description each item record stores a 
value for the weight of the item and the x,y and z CO

ordinates of its centre of gravity relative to some reference 
datum point. 

The main menu indicates the following options:-

1. Review/change data. 
2. Review/ change datefile. 
3. Check update of current file. 
4. Calculate nett centre of gravity. 
5. Print out comp1ete database. 
6. Return to input/ output menu. 

Selecting option 1 allows the further option to select any of 
the nine sections for screen editing. The screen display is 
shown in Figure 2 and the layout and editing functions have 
been designed to be as user friendly as possible. 

As shown in Figure 2 the reason for choosing 15 items per 
sub-section was to allow additional information to be 
displayed and still give a readable information display. The 
screen editing cursor control, using the arrow keys, 
restricts the cursor movement to the 15 lines of data and 
moves immediately to the beginning of each field in the 
horizontal direction; automatic wrap-around is provided in 
all directions. When the cursor is positioned at the 
required location, new data can be entered and is immediately 
over- written at the chosen location. The total weight of 
the items in the sub- section is displayed and is 
automatically re-calculated whenever a neu weight is entered. 

Since the user does not access the program on a daily basis 
and frequently has difficulty remembering the editing keys, a 
help page facility is a pre-requisite for users of this 
program. At any time whilst in cursor screen editing mode, 
entering ? will throw up the help page, Figure 3. 
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Type 
Press 

Type 

UP 
LEFT RIGHT 

DOWN 

I to 

Use arrow keys to 
Move cursor to 
required position 

enter new data 
RETURN after data entered. 

C(ontinue) to move to next sub-section. 

Type Q(uit) to quit entry & ask to record data. 
Press ESC to store data automatically 

& return to menu. 
Type U(pdate) to accept current values as update. 

Press any key to return to screen editing 

Figure 3 SCREEN EDITING HELP PAGE. 

Option 2 allows the user to review/ change the datefile; this 
is a set of up to five dates which are used to control the 
historical sequence of file generation. The first date is 
automatically set as the date on which the database was 
created and up to four other "trigger" dates can be entered 
into the datefile. The datefile screen display is shown in 
Figure 4. 

File 
exists 

Update file ONE starts y 1/10/84 

Update file TWO starts y 1/1/85 
1/2/85 - To-day's 

Update file THREE starts 1 /6/85 date 

Update file FOUR starts 1 /10/85 

Update file FIVE starts 1/3/86 

Figure 4 DATEFILE SCREEN DISPLAY 
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When the program is run, the current date is entered and the 
datefile is scanned to find whether the current date has 
passed a trigger date; if it has then the existing file is 
locked as a historical record and a new set of files is 
created with the appropriate update number appended to the 
filename. 

When there is more than one set of files, option 3 checks the 
current file against any selected previous file and lists, to 
the screen or printer, any part number whose current update 
number has not changed since the previous file. As shown in 
Figure 2 the update number is displayed at the extreme right 
of each line and this number is changed to the current update 
number when new data is entered or if the cursor is placed on 
that line and the U(pdate) key is pressed. Using this option 
immediately highlights items which have not been changed in 
the current file and therefore indicates to the designer what 
items should be checked with respect to the current design of 
the project. 

Option 4 is the main output requirement from the program 
since it calculates the total weight and nett centre of 
gravity of the structure. 

Option 5 lists to the printer the complete database section 
by section and for each section and sub- section calculates 
the total weight and nett centre of gravity of that element. 

4. CONCLUSIONS 

A user- friendly program has been created which makes 
effective use of the limited memory and disc handling 
capability of a desk-top micro- computer. It provides the 
designer with a facility for quickly updating the database as 
the project design changes and, in addition, provides a 
historical record which charts the changes which have been 
made between initial design concept and final weight of the 
manufactured structure. 
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SUMMARY 
The opÜJrUJ.lCLtion model.. -i.;.; JtealMed M a p!tOgJtam pac.kage wilh 
app!top!Ua:te da:tabMe. Some oß :the ßile-6 c.on:ta.in: mo!tpholog)..c.al. 
da:ta ( oß :the JtiveJt .6y.6:tem), c.haMc.:telt-i./.;tic..6 oß :the uvvi;tJ., oß po
We!t plan.U, .6pillway.6, and ex:t!teme val.ue-6 oß c.on:t!tolable va!Ua
ble-6. O:theJt ßile-6 c.on:tMn :the fuc.Jte:te vafue-6 oß :the dynam)..c. 
vwable-6 duJUng :the g)..ven. time ho!Uzon M: Jtequ)..Jted poweJt, 
p!ted)..c.:ted hyd!tolog)..c.al. )..n.ßlow.6, and wa:teJt R.evel-6 and ßlow.6. 

All :the p!togJtam.6 ßJtom :the pac.kage U.6e :the da:tabMe by 
:the pa!ttic.ulM .6ubJtoutine-6. The o!Ug)..nal. )..n.pu:t da:ta Me en:te~ted 
by U.6eJt oß :the p!tOgJtam pac.kage ac.c.oJtd)..n.g :to :the .6peuß)_ed ßO!t
ma:t-6. 

1 . INTRODUCTION 

To achieve the optimal control of complex dynamic systems, it 
is essential to have the support of a developed software prog
ram package, and of an information system with the relevant 
database. The structure of the information system and database 
as well as how it should be developed (estabilished) and used, 
all largely depend on the character and complexity of the system 
that should be managed on one hand, and on the model of optimal 
control on the other hand. This is why it is essential to study 
and develop the information system and its database when deve
loping the optimal control model. The authors of this paper had 
faced this problern developing the optimal control model for the 
hydropower stations Iron Gate I and II on the Danube. The data
base was then developed as a very important component part of 
the software support required for the optimal control of the 
system. 

2. DESCRIPTION OF THE SYSTEM 

The Iron Gate system included ~n the mathematical model consists 
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of power plants I and II (both the Yugoslav and the Rumanian 
sides), of reservoirs I and II and of the downstream reach of 
Danube up to the junction with the river Timok. The inflow into 
reservoir I consists of the inflows (UQ) at the following input 
profiles:Ilok on the Danube, N.Becej on the river Tisza, Srem
ska Mitrovica on the Sava and Ljubicevski Most on the Morava, 
and the junction of smaller tributaries (the Mlava, Pek, Nera, 
etc). The systemalso includes the spillways at dams I and II 
(BI and BII). 

N.Becej 

Ilok 
HE I 

HE ll 

1 Sr.Mitr. G I 
I 

I L V 1: 
f- __ -Ps1 -- ----Jc-PC>;r- ...l.-PS~ 

Fig. 1. Scheme of the Iron Gate System 

The system can be decomposed into three subsystems: PS1, PSz 
and PS3, presented on the Fig. 1. 

Subsystem PS1 consists of the hydroelectric power plant (HE I) 
and the dam (BI) of Iron Gate I, the reservoir that spreads into 
the reach of the Danube I (D 1) and the reaches of the tributa
ries of the rivers Tisza (Dz), Sava (D3) and Morava CD4) as 
well as the inflows at the junctions of smaller tributaries (UQ) 

rs 1 = (HEI x BI) x (UQ) x n1 x n2 x n3 x n4 

System PS2 consists of the hydroelectric power plant (HE II) 
and the dam (BII) of the Iron Gate II as well as of the reach 
of the Danube (D5) between dams I and II. 

PSz = (HEil x BII) x Ds 

Subsystem PS 3 consists of the reach of the Danube (D6) starting 
from dam II and the reach up to the border between Yugoslavia 
and Bulgaria, including the conditions and limitations (Gt) at 
this border. 
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From the aspect of control, there are three alternative confi
gurations of the system: 

S0 PS 1 x PSz x PS3 

s1 PS 1 x (DsU PS3) 

Sz PSz x PS3 

The alternative S0 represents the entire Iron Gate System. 
Alternative S1 represents the Iron Gate system without the Iron 
Gate II while alternative s2 is the part of the system that 
refers only to the Iron Gate II. 

The Iron Gate system produces the energy for the power supply 
systems o.f Yugoslavia and Rumania. Due to the different loading 
diagrams, the operating regimes of the following four power 
plants are considered within the Iron Gate System: HEIJ, HEIR, 
HEIIJ, HEIIR ( J- Yugoslav and R- Rumanian). Since each side 
controls its own spilways, the following four groups of spill
ways are considered within the systemBIJ,BIR, BIIJ, BIIR. 

3. OPTIMAL EXPLOATATION MODEL 

The optimal exploatation model should enable the dispatchers at 
the Iron Gate to realize the optimal control of this complex 
system. The basic objectives of the optimal operation are: 

a) Maximization of the total energy production 

where 

T 

E (T) = m a X s [P1 (t) + PII(t)J a max 
{qi,qii} 0 

T - time horizon (seven days or less) 
Q - outflow through the turbines 
P - power 
I and II - denote the hydropower plants 

dt 

b) Maximization of the production benefit 
T 

where 

s D(P1 (t), PII(t)).dt 

{qi,qiiJ 0 

D (T) 
max m a 

D - benefit from the produced power, taking into consi
deration the differentiated prices of the peak and 
basic energy 

c) Production according to the diagram of the required power 
pR(t) (or energy) with an optimal distribution of the loading 

to both the power plants and utits. 
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T 

s 
0 

The solution of these optimization problems must be such that 
it meets all the constraints on the flow and the water level in 
the reservoirs. These constraints have been defined by the Con
vention and Agreement on the Use of Hydroelectric Power Plants 
on the Danube. 
An optimization done for the purpose of achieving a maximum 
benefit better suits interests of the Iron Gate System. However, 
there is always the question whether it is possible to include 
this type of energy production into the power systems of the 
two countries involved. This is actually the reason why it is 
important to have an optimal production according to the given 
power diagram, i.e. simulate certain given manner of use of 
hydropower plants. 

Besides solving these already mentioned problems, the model 
should also meet other additional requirements such as these 
given bellow, that could arise during the actual implementation 
of the model: 

- production according to a temporary control strategy 
- operation of only one hydro-power plant 
- change (or replacement) of a constraint 

change of the required power at any moment of time 

M A I N 

PROGRAMS 

DATA BASE 

INPUT DATA IN 
ORIGINAL FORM 

INPUT DATA, 
INTERRESULTS, 
MEASURED DATA 
IN COMPUTER CODE 

Fig. 2. Scheme of program package and data base 

M 

E 
A 
s 
li 
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Besides planning the production, the model should also register 
the produced power and the conditions in the reservoirs in real 
time. It should also compute the difference between the planned 
and actual production as well as the distribution of energy 
between the two national power systems. 

The optimization model was realized as a program package with 
the corresponding database. (Fig. 2). It consists of an intera
ctive part and of several basic programs and of several sub
programs. The structure of the program package is a result of 
the required structure of the optimization model. The input 
data is introduced by the user of the program package either 
directly or by using corresponding routines. The results are 
obtained from the database using output routines. The connection 
with the base can also be achieved through the interactive 
program. The basic role of this interactive part is to enable 
the user to start the desired computational procedure within 
the program package. The data from the real system (that are 
included in the model) are measured and automatically stored 
in the database with a fixed sampling period. 

The maximum time horizon of the optimization model is seven 
days. The beginning and duration (t0 ,T) of the time horizon are 
given as the initial hour and day in a week for the required 
computation time interval. 

4. DATABASE 

According to the characteristics of the hydropower plants as 
well as the control objectives and the model itself, the data
base consisting of three types of data was developed. So, there 
are three types of files: 

I. The files with original input data given by the user directly 
on the terminal (manually). The data is given in the decade 
numbering system in accordance with the input formats. These 
files are of sequential type. 

II. The files used for computation purposes as well as some 
with intermediate results (binary). The measured data also app
ear in the binary code. Most of these files are of the direct 
access type. 

III.The files with the final results in the form as given by 
the output formats. 

The users of the program package and database introduce the 
input data in their original form which enables the changes in 
the input data if this is necessary. The routines for entering 
the data "read" the input data and transmit them to the basic 
programs. The basic programs are not direct connected with the 
database. The results of the basic programs are stored in the 
database by the output routine. Users can obtain the results 
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by the interactive program as well as certain subprograms. 

The values of the dynamic variables (time series) as well as the 
data without the time dimension (static values) are in the data
base. The relationships given in the studies as diagrams are 
entered as pairs of values for the points on the diagram. The 
number of the points for which the pairs of values are read 
depends on the curve of diagram. The number of pairs should not 
be greater than 30 for the part of the diagram between the two 
extremes. The pairs of values should be read with a maximum 
precision. The multi-dimensional relationships are entered in 
the form of matrices whose structure should be the result of 
the analysis of a given relationship. 

The values of the dynamic variable are entered into the files 
as discrete values measured per hour for a period of seven days 
(168 numbers). The first number in the time series refers to 
the value of the dynamic variable at 7.00 a.m. on Monday or 
7.00 and 8.00 a.m. for the mean hour values. The files with the 
data in the decade system have records of 72 Bytes. One record 
contains the data in the format 12F6.0 (or if necessary (8F9.0). 
The part of the file containing the values of a dynamic variable 
in decade form is presented in Fig. 3. 

Hours 00 01 02 03 04 05 06 07 08 09 10 11 12 

Days\ h d m X X X X X 

I 12 13 14 15 16 17 18 19 20 21 22 23 24 

X X X X X X X X X X X X 

00 01 02 03 04 05 06 07 08 09 10 11 12 

II X X X X X X X X X X X X 

12 13 14 15 16 17 18 19 20 21 22 23 24 

X X X X X X X X X X X X 

. 

VII 00 01 02 03 04 05 06 07 08 09 10 11 12 

X X X X X X X X X X X X 

12 13 14 15 16 17 18 19 20 21 22 23 24 

X X X X X X X X X X X X 

00 01 02 03 04 05 06 07 08 09 10 11 12 

I X X X X X X X 

Fig. 3. The records for the dynamic variable 
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The files with the data in binary form have a record of 171 * 4 
Bytes so that one record contains all the values of a dynamic 
variable for a period of seven days, while the last three numbers 
represent the hour, day and month when the last change of the data 
in the record was entered. 

The following is a list of all the files within the database 
grouped according to the nature of the data they contain. The 
numbers in this list are used as symbolic units of files in the 
input and output routines. 

1. The files with the parameter values 

11. IMEPROG- file with the names of the programs 
12. PARAMNEST - parameters for computing the unsteady flow 
13. PINTF.RAK - parameters and messages for interactive program 

2. The files centairring data of the system 

21. MORFO- file with morphological data 
22. RAPAVO - file with data of the roughness coefficient 
23. GRANICE - file of contraints 
25. PSTANJE - flow and water levels at the cross-sections within 

the system for the initial moment of optimization 
26. AGREGATI - characteristics of the units 
27. MORFOBIN- contains the data from the MORFO and RAPAVO in the 

binary code 
28. PRELIVK - characteristics of a spillway 
29. PRELIVP - contains the summed up characteristics of a spillway 

3. The files with time series 

31. SNAGAZ- required power (loading diagram) 
32. DIJSNAGE - typical loading diagrams 
33. DOTOK - inflows at the input profiles into the HE Iron Gate I 

(binary) 
34. GRUSLOV 1 - boundary conditions for the reach above dam I 

(binary) 
35. GRUSLOV 3 - downstream boundary contidien for reservoir II 

(junction of the river Timok) 
37. GORUSI- data of the upstream boundary conditions for the 

HE Iran Gate I (given by the user if the data are 
not those from DOTOK) 

38. PRDOTOK - forecasted inflows at the input profiles of the 
HE Iran Gate I 

4. The files with the results 

40. REZODP - intermediate results of dynamic programming 
41. REZNEST- results of the unsteady flow computation 
42. REZAHTE - computation results using a given loading diagram 
43. REZEMAKS - results of the total energy maximization 
44. REZOPTI - results of the optimization of energy production 
45. REZUPR - results of simulation with a given control 
46. RNADZOR - results of the program for the supervision of the 

operation of the system 
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47. RKONGRAN- results of the program for testing whether the 
constraints are met 

48. REZPREL - computation results of the overflow for the HE 
Iran Gate I 

49. REZPREL 2 - computation results of the overflow for the HE 
Iran Gate II 

5. The files with control data 

51. ZADATUPR- trajectories at control profiles 
52. PLANVRED - planned values of the energy, water levels and 

flows within the system. 

6. The files with measured data 

61. MERENO- produced energy, measured water level at control 
profiles and measured (derived) discharge values 

62. MEREPREL - measured data of the overflow 

Depending on the enter of data, some of the files will be grouped 
as given below: 

a) The files with the data which the user enter directly, but 
less often than once in seven days 

11. IMEPROG, 12. PARAMNEST, 13. PINTERAK, 21. MORFO, 22. RAPAVO, 
23. GRANICE, 26. AGREGATI, 28. PRELIVK, 32. DIJSNAGE, 

b) The files with the input data entered by the user at least 
once over a seven daysperiod during his interactive work with 
the package: 

25. PSTANJA, 31, SNAGAZ, 38 PROTOK, 51. ZATATUPR, 

The input data from the following files should be adopted and a 
brought into accordance with the Rumanian partner: 

21. MORFO, 23. GRANICE, 26. AGREGATI, 28. PRELIVK, 51. ZADATUPR 

while the same should be done at least once in 7 daysfor files: 
31. SNAGAZ, 38 PRDOTOK. 

The measured data stored into the database are transferred each 
Monday by 7.00 a.m. fro~the files of the operational base into 
the archival database.This should be defined within the project 
of the Iran Gate information system. 
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